Algorithms: The Influence of Finite Precision Arithmetic

Almost all substantive problems in applied mathematics require the use of a computer for their solution. An article in the April 1980 edition of the SIAM Newsletter likened the introduction of the computer into applied mathematics with the discovery of relativity and quantum mechanics in theoretical physics. Modern computing technology has had the revolutionary effect of changing the emphasis of much applied mathematics from transforming a problem into its most compact form to expressing a problem in its most computable form.

In theoretical physics, the process of change lasted some forty years—about the length of time to retirement of a Ph.D. graduating prior to Einstein's work. On such a time scale, the computer revolution, although advanced, is still not complete. In this article, my intention is to illustrate where, in my opinion, improvements are still necessary in recognizing the role of the computer in the study of mathematical programming algorithms.

Since computers will obviously be used to implement any algorithm, it would seem that those who devise and study algorithms could not fail to consider the computational aspects. However, such neglect is sufficiently common to cause some concern. Curiously, even algorithms presented in a pseudo-programming style often fail to take full account of the basic limitations of computers.

The explanation for this situation is not entirely clear. Possibly the effects of implementing an algorithm on a computer are considered negligible, or the work required to develop an implementation is regarded as routine. In my view, both these attitudes are erroneous, and often lead to unsound algorithms. In fact, many believe that implementation of an algorithm is anything but routine; for example, Watts and Shampine [1975] state that "...how a method is implemented may be more important than the method itself". The purpose of this article is not to argue the merits of devising algorithms as opposed to implementing them. Rather, I believe that the two processes should be conceived as a whole. In some cases, advantage can be taken of finite-precision arithmetic to the extent that it is possible to define algorithms that have no mathematical counterpart—for example, inverse iteration in the determination of eigenvectors.

Because almost all algorithms for nonlinear optimization are iterative, it is often supposed that any errors introduced by computation are somehow self-correcting. However, the conjugate gradient algorithm clearly illustrates the fallacy of this viewpoint. The conjugate gradient method was first proposed for solving positive definite linear systems in 1951, at a time when it was believed that computational errors in direct methods such as Gaussian elimination would necessarily be overwhelming. By contrast, the conjugate method proceeds by computing a sequence of "improving" estimates of the solution, and is thus iterative in nature. With exact arithmetic, the algorithm will terminate with the exact solution in a finite number of iterations. However, in practice it is not difficult to construct examples for which the conjugate gradient method requires many times the number of iterations that would be taken by the exact procedure. Moreover, the difficulty does not arise purely from the iterative nature of the algorithm. Certain quasi-Newton methods are mathematically equivalent to the conjugate gradient algorithm, yet will converge to the solution in the expected number of iterations.

The computational steps of algorithms as described in research papers are rarely defined completely or even unambiguously. This omission in itself is not necessarily cause for concern, since the authors may intend to study properties of the algorithm that are unaffected by the missing parts. Many authors undoubtedly believe that the trappings associated with clearly defined...
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were made in Montreal in 1979 at the Tenth International Symposium on Mathematical Programming.

This Spring the Society concluded arrangements with the Society for Industrial and Applied Mathematics for the George B. Dantzig Prize in mathematical programming 'for original work, which by its breadth and scope, constitutes an outstanding contribution to the field.' We expect the first award of the Prize to take place at the Eleventh Symposium in mathematical programming in Bonn in 1982. The Prize is fully described in the first issue of this Newsletter.

Every year there are important meetings around the world dedicated to mathematical programming. The Society began offering sponsorship to any properly constituted conference related to mathematical programming or one of its subfields. The Society requires only that the meeting have a scientific or educational purpose, rather than that of profit-making, that it be open to all members of the Society so far as available space or resources allow, and that there be opportunity to solicit membership in the Society at the meeting. We can provide mailing lists or labels of the Society membership, space in its publications for announcements, facilities for publicity at other sponsored meetings, and the loan of some money. Any one interested in such sponsorship should contact the Chairman of the Society or the Chairman of the Executive Committee. Suggestions for other modes of support of mathematical programming are also welcome.

Under this program the Society sponsored these meetings in 1980: 'Workshop on polynomial-time algorithms for linear programming', New York City, February; 'Workshop on Large-scale Linear Programming', Laxenburg, Austria, June; 'Workshop in Numerical Methods for System Engineering Problems', Lexington, Kentucky, June; and 'Nonlinear Programming Symposium 4', Madison, Wisconsin, July. In 1981 it will sponsor the four meetings so listed in the MPS Calendar in this issue.

The Membership Committee was formed in 1979 with R.W. Cottle as Chairman (now John Mulvey). Having a substantial membership benefits the Society not only in enabling it to speak with

The Committee on Algorithms has been quite active the last few months. The latest issue of the COAL Newsletter was mailed in August to all members of the Mathematical Programming Society and all "friends of COAL". If, for some reason, you do not receive this newsletter within the next month, please contact me so that this error can be corrected. Also, proceedings of the special session jointly sponsored by COAL and the Computer Science Technical Section of ORSA was published in the April, 1980 issue of SIGMAP. The proceedings entitled "Recent and Future Advances in Mathematical Programming Software" include papers written by all major mathematical programming system developers. Copies of this issue are available to "friends" of COAL, free of charge, while supplies last. Any requests for this issue should be sent to Richard P. O'Neill, Department of Energy, Division of Oil and Gas Analysis, Washington, D.C. 20461.

In the near future, all members of the MPS and "friends" of COAL will be receiving a survey requesting information about MP Codes. This survey will be used to compile a list (complete with characteristics) of the mathematical programming software available throughout the world. The Committee intends to sort and collate all information received and to update this information regularly. We believe this information is useful to a wide cross-section of the scientific community and intend to maintain this information service in the future. The results of such an effort can only be successful if we have the cooperation of the entire mathematical programming community. So please help us by completing and returning this survey form.

At the ORSA/TIMS meeting in Colorado Springs, COAL will sponsor a session chaired by Patsy B. Saunders in which the following talks will be presented:

"Testing mathematical software which solves nonlinear systems of equations," K.L. Hiebert

"Exploiting new data structures for generalized network optimization," Fred Glover and Randy Glover

"A study of redundancy in Linear Programming," Mark Karwan, Valid Loffi; Jan Telgen and Stanley Zions

"Computational experience with the ellipsoidal algorithm for Linear Programming," John Barrer and Jan Telgen

This session will take place in the Academy Room of the Broadmoor Hotel at 9:30 - 10:45 on Monday Nov. 10.

On January 5 - 6, 1981, a conference sponsored by COAL on Testing and Validating MP Algorithms and Software will be held in Boulder, Colorado. Dr. Philip Wolfe and Prof. Darwin Klingman will present keynote addresses. Eleven sessions have been scheduled. This conference will bring together both developers and users of optimization software as well as researchers from a variety of other disciplines who have performed computational analysis in order to further develop methodologies for conducting software evaluation. Those interested in attending this meeting should contact Prof. John M. Mulvey, Princeton University, Princeton, New Jersey 08540.

Finally, Doug Shier has been invited to chair a session on computational testing of mathematical programming software at the "Optimization Days, 1981" meeting to be held in Montreal on May 13-14, 1981. Anyone interested in presenting recent computational results should contact Doug Shier, National Bureau of Standards, Center for Applied Mathematics, Washington, D.C. 20234.

In closing, I encourage each of you to inform me of research being done by you or your colleagues in the area of development and testing of optimization software that might be highlighted in the COAL Newsletter. The deadline for the next issue is November 15, 1980.

—Karla Hoffman
Editor, COAL Newsletter

DEADLINES FOR OPTIMA
Winter Issue — January 1
Spring Issue — March 1
The mere existence of a convergence proof of standard theoretical form does not necessarily assure that the algorithm will succeed. Convergence proofs are often extended by generalizing the class of functions or situations for which they apply. It would be useful for research to be carried out on extending proofs to take account of the computational environment in which the algorithm will be applied. In essence, the gap between theory and practice needs to be narrowed by developing a more sophisticated theory.

Difficulty with the implemented versions of algorithms takes three distinct forms: the algorithms may be inherently unstable, instability may be induced, or the conditioning of the problem may be exacerbated. The last two difficulties can be avoided, although it is often far from obvious how to do so. The reader may wonder why anyone would choose to implement an algorithm in other than the most stable form. Unfortunately, unstable forms of an algorithm are usually more common than stable forms; moreover, instability is often related to closed-form expressions.

An algorithm is said to be inherently unstable if the steps of the procedure are prone to overwhelming computational error, irrespective of how they are implemented. The error does not occur due to ill-conditioning of the problem or the solution, but rather because of the manner in which the iterations are defined. Inherent instability takes two forms: the errors may be inevitable, or they may occur by chance.

An example of inevitable error is provided by some cutting-plane methods. These algorithms solve a nonlinearly constrained optimization problem by transferring it into a sequence of linear programming sub-problems. As the method proceeds, the solution of the linear program contains at least two linearizations of the same nonlinear constraint, unless the number of binding nonlinear constraints is equal to the number of variables. Although the LP constraints retain linear independence mathematically, in practice there is eventually overwhelming computational error in computing the LP solution.

The occurrence of chance error is illustrated by an algorithm that requires the determination of the Cholesky factorization of an arbitrary symmetric matrix. The Cholesky factorization may not even exist unless the matrix is positive definite. Moreover, even if the factorization exists for an indefinite matrix, there may be catastrophic error in its computation. The error is not, however, inevitable because it may happen that the relevant matrices are always positive definite, or that no significant errors occur in forming the factorization. Although such an algorithm is inherent
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ently unstable, it may enjoy some success on selected problems.

Induced instability may occur because of the incomplete computational definition of an algorithm. For example, in some methods the search direction is defined as the solution of a set of linear equations. This calculation may be performed in various ways, some of which are numerically unstable even for a well-conditioned system. If a poor technique is used to solve the linear system, the instability has been induced into the algorithm because an alternative, numerically stable method could have been used. Even when the author of an algorithm specifies an unstable procedure for solving a sub-problem, induced instability can be avoided by substituting a numerically sound method.

Exacerbation of the condition of a problem can occur in two forms. One is illustrated by the well-known example of forming the "normal" equations when solving linear least-squares problems, which occur in their own right and as sub-problems within methods for nonlinear least-squares. The error in the solution of the normal equations depends on the square of the condition number of the Jacobian matrix. If the mathematically equivalent solution is obtained instead via the QR factorization, then the error in the solution depends on the condition number of the Jacobian, provided that the residual is zero. Even if the residuals are not zero, the accuracy of the solution obtained using the QR factorization is close to that which would be obtained if the solution were computed in infinite precision after representing the original problem in finite precision. That is, the effect of the error in the solution due to errors introduced by computation is of the same order as the inevitable error introduced by representing the problem on the machine.

A similar kind of error is not, strictly speaking, an exacerbation of the conditioning of the problem, but rather the introduction of error based on the conditioning that could be entirely avoided. This kind of error is illustrated by an early technique for extending a quasi-Newton method for unconstrained optimization to problems with linear equality constraints. The idea is to choose a rank-deficient matrix as the initial approximation to the inverse Hessian. Although the null space of the constraint normals does not change, at each iteration the inverse Hessian approximation must be updated in order to build up curvature information. Thus, the representation of a constant piece of information is modified because it has been combined with the representation of another piece of information that does vary. The consequence is that unnecessary error is introduced into the computed search direction, and there can be a substantial loss of feasibility in the iterates. This type of error is not the same as induced instability because the error would be small if every part of the problem were well conditioned. However, this case differs from the normal equation example because the error that causes a loss of feasibility can be made independent of the conditioning of other parts of the problem— for example, by storing separate representations of the information concerning curvature of the function and orthogonality to the constraint normals.

This article has presented only a brief overview of one aspect of how the computer influences the study of algorithms. A complete treatment of this subject would require consideration of many other complicated areas, including data structures and the design of software.

Reference
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a louder voice on behalf of its members, but in lowering the cost of services to the membership. The work of the membership Committee has increased the number of members from 408 to almost 500, the figure at which we will be able to purchase our journal at a reduced price (see below).

A new agreement has been negotiated with North-Holland Publishing Company, publisher of Mathematical Programming and the Studies. It provides for reductions of the member's price for the journal when membership of the Society exceeds 500, and a novel feature: substantially increased royalties to the Society for new institutional subscriptions which have come about as a result of the Society's efforts. Thus, if your institution does not subscribe to Mathematical Programming, you think it should, and are successful in getting it to do so, please inform Michael Held (IBM Systems Research Institute, 205 East 42 Street, New York, NY 10017) so that the Society can claim credit for it and express its gratitude to you.

Michel Balinski, Founding Editor-in-Chief, announced his plans in mid-1979 to resign his post as soon as a suitable replacement could be found. We were delighted to find Richard W. Cottle willing to serve in this key position, which he has done since January. He has implemented a reorganization of the Editorial Board aimed at reducing the editorial workload and speeding the handling of manuscripts: Collaborating with the Editor-in-Chief, Co-editors (presently L.C.W. Dixon, B. Korte, and M.J. Todd) can accept submissions and conduct all dealings with authors.

Of course, the major regular event was the Tenth International Symposium on Mathematical Programming in Montreal in August last year, where 450 papers on all aspects of mathematical programming were presented to 700 registered attendees. A new, successful feature of the program were the minicourses in combinatorial algorithms, in pivotal exchange methods, and multiple criteria decision making. Organization of the Symposium was assisted to a modest degree by the newly formed Symposium Advisory Committee (Alex Orden, Chairman; now Jean-Louis Goffin). The Committee is charged with encouraging proposals for sites for the International Symposia, advising the Council on the choice of site, assisting their hosts where possible, and setting guidelines for the Society's role in these official meetings. The Society will continue its practice of giving the host committee charge of the whole affair, but will arrange, at least, for a reduced registration fee for members of the Society.

After considering several proposals, the Council of the Society chose Bonn, Federal Republic of Germany, as the site of the Eleventh International Symposium August 23-28, 1982. It is not too soon to begin the study of possible sites for the Twelfth Symposium, which should be held at a like time in 1985. The Symposium Advisory Committee welcomes all suggestions about possible sites for future meetings. Please address the Chairman (Professor Jean-Louis Goffin, Faculty of Management, McGill University, 1001 Sherbrooke Street West, Montreal, Quebec H3A 1GS, Canada).
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The fourth issue (August, 1980) of the Newsletter of the Society's Committee on Algorithms has just appeared. As editor Karla Hoffman says, 'The Committee on Algorithms has been rather active the past six months...' Indeed, this valuable group has been very active since its formation. Please see its Newsletter, as well as the Committee's column in this and the previous issue of OPTIMA, for more information.

It seems that the year will end with the Society healthy financially as well as morally. Projections of the state of the treasury have encouraged the Council to set the dues for 1981 at the same level (in dollars) as for 1980, and in other currencies the dues should be about the same, or lower. Of course this represents a reduction of dues in real terms, We hope it will encourage members cheerfully to pay when they receive their notices in the near future, and, if you are not a member, encourage you to make application for 1981 -- if you have read this far, then you should join us.

Philip Wolfe

NEW

MATHEMATICAL PROGRAMMING SYMPOSIAS IN JAPAN

Two research groups on mathematical programming in Japan (one in the Tokyo area chaired by Professor K. Tone of Saitama University and the other in the Kansai area chaired by Professor T. Ibaraki of Kyoto University) have agreed to start the annual Symposia on Mathematical Programming to promote research in, and applications of, mathematical programming in Japan. The symposia will be held in the autumn of every year, in the Tokyo area and in the Kansai area alternately. Tutorial lectures on recent advances in mathematical programming will be delivered and contributed papers on participants' original works will be presented. Participation from abroad is also welcome.

The first symposium will be held November 6-7, 1980, at the Institute of Statistical Mathematics in Tokyo. Lectures and tutorials will be given in the following sessions: Linear and Nonlinear Programming chaired by H. Konno, Combinatorial Optimization chaired by T. Ibaraki, Applications chaired by S. Suzuki.

Those interested are requested to contact the organizing committee (Chairman: Professor Masao Iri, University of Tokyo, Bunkyo-ku, Tokyo, Japan 113) or the Programme Committee (Chairman: Professor Kazuo Tone, Graduate Institute for Policy Science, Saitama University, Shino-Oka, Urawa-shi, Saitama-ken, Japan 338).

- M. Iri

Conference on OPTIMIZATION : THEORY & ALGORITHMS
March 16-20, 1981

The Conference will be held at Confolant (Viremont, Puy-de-Dôme) France, about 50 km from Clermont-Ferrand. It has been organized by J.-B. Hiriart-Urruty, University of Clermont-Ferrand II, W. Oettli, Universität Mannheim, and J. Stoeer, Universität Würzburg. Forty researchers, mainly from France and West Germany, have been invited to speak on the latest developments in the theory, algorithms and applications of optimization. The official languages of the conference are French and English.

For more information and registration, prospective participants should contact one of the organizers.

-J.-B. Hiriart-Urruty

IFORS '81 - HAMBURG, GERMANY
JULY 20-24, 1981
9TH INTERNATIONAL CONFERENCE ON OPERATIONAL RESEARCH

The International Federation of Operational Research Societies (IFORS) will hold its 9th INTERNATIONAL TRIENNAI CONFERENCE in Hamburg, Germany, on July 20-24, 1981.

The aim of IFORS are the development of Operational Research as a unified science and its advancement in all nations of the world. Up to now, 31 national OR societies have become Member Societies of IFORS. In addition, 6 OR societies, such as the Mathematical Programming Society, are associated with IFORS as Kindred Societies.

One series of sessions among several others will be dedicated to the theme of IFORS '81 which reads: Operational Research in the Interest of International Cooperation. In addition to the mainstream Sessions which are dedicated to the theme, there will be Technical Sessions, National Contributions Sessions, Contributed Papers Sessions, Workshops, and a special Exhibition of computer hardware and software.

Authors who would like to contribute a paper should submit an abstract no later than December 15, 1980, to the Chairman of the Programme Committee: Prof. Dr. Marc Roubens, Faculté polytechnique, Rue de houdain 9, B-7000 Mons, Belgium.

-Heiner Muller-Merbach
IFORS '81: Public Relations
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POSITIONS AVAILABLE

U.S. Department of Energy

The Mid-Term Energy Market Model (MEMM) forecasts energy supplies and prices for the period 1985-1995. In addition to making a congressionally mandated annual forecast, we are using the model for a comprehensive assessment of government interventions in the energy market. The model is also used for special studies of proposed legislation and regulatory programs.

We are looking for good analysts with a background in operations research, economics or computer science who would like to work in a demanding atmosphere. Two types of people would have the highest priority - a fresh graduate with a bachelor's or master's degree, extensive computer programming experience, and some knowledge of economics or programming; or someone who has received a PhD within the last five years, preferably in mathematical programming, has excellent analytic capability, and a willingness to do some computer programming. Some other combination of talents than those stated above might be acceptable. The most important requirements are excellent analytic capability and a willingness to work hard.

For more information, contact:

Julie H. Zalkind
Director
Midterm Analysis Division
Energy Information Administration
12th & Pennsylvania Ave., N.W. - Rm. 4433
Washington, DC 20461
(202) 633-4505
Journals & Studies

Richard W. Cottle, Editor-In-Chief, has announced the following contents of Mathematical Programming, Volume 19, Numbers 2 and 3:

Volume 19 No. 2


W. Goegele and Y. Steiner, “A Modified Reduced Gradient Method for a Class of Nondifferentiable Problems.”

P.H. Zipkin, “Bounds for Aggregating Nodes in Network Problems.”


O.L. Mangasarian, “Locally Unique Solutions of Quadratic Programs, Linear and Nonlinear Complementarity Problems.”

K.G. Murty, “Computational Complexity of Parametric Linear Programming.”


Volume 19 No. 3

A.F. Perold, “A Degeneracy Exploiting LU Factorisation for the Simplex Method.”

M.E. Dyer, “Calculating Surrogate Constraints.”

R.D. Wollmer, “The Two-Stage Linear Programming Model Under Uncertainty with 0-1 First Stage Variables.”


J. Gauvin, “Shadow Prices in Nonconvex Mathematical Programming.”

P.S. Brooks, “Infinite Retrospection in the Lax-Quigley Algorithm.”

L. van der Hyden, “A Variable Dimension Algorithm for the Linear Complementarity Problem.”

R.W. Cottle, “Completely-Q Matrices.”

J. Ch. Pommersheim, “About a Minimax Theorem of Mattheis, Strang, and Christiansen.”

Mathematical Programming Study 13, Combinatorial Optimization II, Edited by V.J. Rayward-Smith will be published in the near future. In addition, the following studies are in preparation:


Mathematical Programming at Oberwolfgang, Edited by H. Koenig, B. Korte and K. Ritter.


Mathematical Programming with Data Perturbations, Edited by A.V. Fiacco.


UNIVERSITY OF BONN
Department of Operations Research
Nassastr. 2, D-5300 Bonn, West Germany

Annual Report 1979, WP 80150-OR


L. Butz, “Charakterisierung der Zusammenhängenden Zweifachen Blockpläne,” WP 80152-OR.

L. Butz, “Characterizations of Connectivity in Row-Column Designs,” WP 80153-OR.


V. Klee, “A Note on Connes Cones and Constraints Qualifications in Infinite-Dimensional Vector Spaces,” WP 80157-OR.


November 6-7: "First Japan Mathematical Programming Symposium", Tokyo, Japan. Contact: Professor Masao Iri, University of Tokyo, Bunkyo-ku, Tokyo, Japan 113.

November 6-8: Fall meeting of SIAM, Houston, Texas, U.S.A. Theme: Mathematical applications in energy production, mathematical modeling in medical science, advances in mathematical optimization. Contact: H.B. Hair, Society for Industrial and Applied Mathematics, 1405 Architects Building, 117 South 17 Street, Philadelphia, PA 19103, U.S.A.

December 10-12: "19th IEEE Conference on Decision and Control", Albuquerque, New Mexico, U.S.A. (Submission deadline was 31 March 1980) Contact: Prof. Michael K. Sain, Dept. Electrical Engineering, Notre Dame University, South Bend, IN 46556, U.S.A.

1981


April 6-8: "International Congress on Mathematical Programming", Rio de Janeiro, Brazil. (Abstract deadline 1 December 1980, special forms required) Contact: Professor Milton Kelmanson, Caixa Postal 1507 - CEP 20100, Rio de Janeiro, R.J., Brazil. Sponsored by Sociedade Brasiliense de Pesquisa Operacional and the MPS.

May 13-14: "Optimization Days", Université du Québec à Montréal. Contact: Professor Efim Galperin, Département de mathématiques, Université du Québec à Montréal, C.P. 8888 Succ. "A", Montréal, Québec, Canada H3C 3P8; telephone 514-282-3221. Sponsored by the MPS.

July 13-24: "NATO Advanced Research Institute on Nonlinear Optimization", Cambridge, England. Contact: Professor M.J.D. Powell, Department of Applied Mathematics and Theoretical Physics, University of Cambridge, Silver Street, Cambridge CB3 9EW, England. Sponsored by the MPS.


August 24-28: "CO81: Conference on Combinatorial Optimization", Stirling, Scotland. Contact: Professor L. Wilson (CO81), Department of Computing, Stirling University, Scotland, U.K.

1982

August 23-28: Eleventh International Symposium on Mathematical Programming in Bonn, Federal Republic of Germany. Contact: Institut für Ökonometrie und Operations Research Universität Bonn, Nassestraße 2, 5300 Bonn 1, Federal Republic of Germany; Telex 886657 unibo b, Telephone (02221) 739285. Official triennial meeting of the MPS. (Note: The International Congress of Mathematicians will be held August 11-19 in Warsaw, Poland.)
Approximately sixty-five researchers from 14 countries attended the NATO sponsored Advanced Research Institute on "Generalized Concavity in Optimization and Economics," held in Vancouver in early August. The meeting was directed by Mordica Avriel (Technion), Siegfried Schaible (University of Alberta), and Bill Ziemba (UBC).

Forty-nine papers were presented in seventeen half-day sessions. Session topics included Characterizations and Properties of Generalized Concave Functions; Generalized Duality and Pseudoduality; Multiobjective Optimization Problems; Algorithms for Generalized Concave Programs; F-Convexity: Optimization Theory; Fractional Programming; Applications of Generalized Concavity in Economics, Portfolio Analysis, and Stochastic programming; and Convexifiable Functions. Academic Press will publish the conference proceedings (edited by the Directot). The volume will be an estimated 500 pages, and should be available by late spring, 1981.

The technical program was complemented by a well-organized social program consisting of hikes, tours, luncheons, and receptions.

--- Don Hearn

The IV Bonn Workshop on Combinatorial Optimization was organized by the Institute of Operations Research, University of Bonn, August 28-30. Fifty-four participants from 17 countries attended and presented 39 papers. There will be a special issue of Discrete Mathematics where some of the material will appear. A list of the participants as well as abstracts of presented papers will appear as report number 80154-OF of the Institute. Copies are available on request.

--- A. Bachem

COLOGNE

Rainer Borhard and Theodor Ellinger were local organizers of the V Symposium of Operations Research held at the University of Cologne, August 25-27. The meeting was arranged by Geschacht für Mathematik, Ökonomie and Operations Research, Germany. There were 380 participants of whom 160 came from Germany and 220 from foreign countries. Plenary lectures were given by C. Berge (Paris), L. Lovasz (Szeged), R.T. Rockafellar (Seattle) and W. Vogel (Bonn). In seven parallel contributed paper sessions, 250 papers were presented.

--- A. Bachem

PISA

An International Workshop on Advances in Linear Optimization Algorithms and Software was held in mid-summer. Fifteen papers were presented on linear programming, network flows, and combinatorial optimization. The workshop was sponsored by Centro Scientifico IBM di Pisa, Instituto di Matematica, L. Tonelli, Università di Pisa and Instituto di Elaborazione dell’ Informazione (CNR) Pisa. Local arrangements were well taken care of by C. Snadi.

--- A. Bachem

Call For Papers...

MATRIX GENERATION, REPORT WRITING AND COMPUTER-ASSISTED ANALYSIS

Edited by:
Dr. Harvey J. Greenberg
Energy Information Administration
1200 Pennsylvania Avenue, N.W.
MS 4530
Washington, D.C. 20461
Phone: (202) 633-9790

This special study on MG/RW/CAA considers computer aids for model management in mathematical programming. Papers are hereby solicited, which conform to the standards of Mathematical Programming, that pertain to these support functions, apart from optimization. Topics include:
Information structures
Language design
Algorithms
Performance evaluation
In-depth surveys
Diagnostic analysis
Interactive processing.
Please send 3 copies of your manuscript to Harvey Greenberg (see address above) and 1 copy to the Editor-in-Chief of Mathematical Programming, Professor Richard Cottle, Stanford University, Stanford, CA, U.S.A.

INTERNATIONAL SYMPOSIUM ON SEMI-INFINITE PROGRAMMING AND APPLICATIONS

September 8 - 10, 1981, at Austin, Texas

An Organizing Committee of 30 members from 14 countries is soliciting abstracts for 30 minute presentations. Abstracts (200 to 300 words) should be sent to the Program Chairman, S.Zlobec, Mathematics Department, McGill University, Montreal 110, Quebec H3A 2K6, Canada, by January 30, 1981.

For further information contact K.O. Kortanek (General Chairman), IE/ OR Department, Virginia Polytechnic Institute, Blacksburg, VA, or James Vick (Arrangements Chairman), Mathematics Department, University of Texas, Austin, Texas 78712.