18 GANGES 1310 1681 7021 60191 -1.0958573612928e+05
19 GUB 930 3523 14173 92199 2.1851966989e+06
20 SEBA 516 1028 5252 39784 1.5711600000e+04

NOTES on the above: we have omitted extra right-hand side vectors
from problems 5, 6, 7, and 16 and extra free rows from problems 3,

8, 13, 16, and 18. We also negated the cost coefficients in problems
11, 12, and 13. 1In their original form, these problems are usually
maximized. 1In their modified form, all problems are to be minimized.
Problem 25FV47 is sometimes called BP, and FFFFF800 is sometimes
called POWELL. The names shown above are from the NAME line; the
optimal values are from MINOS running on a VAX.

Notes from Michael Saunders describing experience with MINOS on
problems 1-13 are available via the netlib request

send minos from lp/data
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A Note on Interior-Point Methods for Linear Programming

Philip E. Gill', Walter Murray!,
Michael A. Saunders!, J. A. Tomlin! and Margaret H. Wright!

1. Introduction

Within the past year, interest in linear programming has been intensified by the publication
(Karmarkar, 1984) and discussion of an interior-point linear programming algorithm that is not
only polynomial in complexity, but is also claimed to be much faster than the simplex method
for practical problems.

In Section 2, we first examine the well known barrier-function approach to solving optimiza-
tion problems with inequality constraints, and give a representation for the projected Newton
search direction associated with applying a barrier transformation to a linear program. In Sec-
tion 3, we state a formal equivalence between a projected Newton method and Karmarkar’s 1984)
algorithm. Section 4 gives some numerical results obtained with a preliminary implementation
of a projected Newton barrier method. The implications of these results are discussed in Section
5. Further details about all aspects of this research are given in a technical report by Gill et al.
(1985).

2. A Barrier-Function Approach

Barrier-function methods treat inequality constraints by creating a barrier function, which is a
combination of the original objective function and a weighted sum of functions with a positive
singularity at the constraint boundary. (We consider only the logarithmic barrier function, first
suggested by Frisch, 1955.) As the weight assigned to the singularities approaches zero, the
minimum of the barrier function approaches the minimum of the original constrained problem.
Barrier-function methods require a strictly feasible starting point for each minimization, and
generate a sequence of strictly feasible iterates. (For a complete discussion of barrier methods, see
Fiacco, 1979; both barrier and penalty function methods are described in Fiacco and McCormick,
1968.)
Consider applying a barrier-function method to the following linear program:

minimize ¢’z
zER" AQ—V
subject to Az = b, z>0,

where A is an m x n matrix with m < n. The subproblem to be solved within a barrier-function
method is:

n
minimize  F(z) Tz p u.MuJu_.. z; (2.2)
subject to Az = b,

where the scalar u (1 > 0) is known as the barrier parameter and is specified for each subproblem.
The equality constraints cannot be treated by a barrier transformation, and thus are handled

! Systems Optimization Laboratory, Department of Operations Research, Stanford University,
Stanford, California 94305.
 Ketron Incorporated, 201 San Antonio Circle, Mountain View, California 94040.

13



14
60+309P€ESZBB0Z "L 6V08E 006y sLLL LES TI3HS L
S0+3580966L9SS°S LEJGE GEZ9 141:] 144 00844444 9l
90+26869961S8L "2 z02Z6 €Lyt €ZSE 0€6 g0¥dzd 113
€0+2€888SPBLOS"S LLvoL [A419%% LLSL zz8 LVYAASZ 1 43
ZO+3LGELLOTVLS "S- 9Z98LZ 0zzZeY Z59¢ (4443 L0114 €L
Z0+9G8LTTSLLSS "L~ SL6LZ 680Z 889 LoV O¥OVHVLII zZi
Z0+361L1LG5699ZLS"Z- SEVLZ L98E L9V LSE ¥IVLS Lt
Z0+3Sp8BLOBTIBS "L - o9r6lL 6592 Ly 90€ WANVE oL
€0+38EL6ZL0069°C L9ZS1L 98LL €SE Lz I44VD 6
L0+39906Z6LSL8" L~ 6¥LLL L9LT [4:14 | £44 9zzZa 8
€0+959686058LG°1L szovL 0sLz 6vZ Lze XANVYE L
S0+3981LZ8PP996 8- 60LZL B8SEZ (4 4% SLL TIVESI 9
P0+3L08S8BPZ6SE"E SLYLL 9LYE z9Z veL adNoovad S
P0+36LS8LE6BS9 "L~ 08€8 (4:153 1144 8t gL IYVHS 1 4
ZO+2PLOPZZELSL V- S6LY 0EL 6L L6 GZIAUVHS €
SO0+39LE96P6PSZT°T 069¢€ S9Y L6 LS FTLLITAV z
Z0+398ZPLESLYI V- P6L 88 (4% 8z | [o2. 84 4 L
anivA teuwyado s334g SOI3ZUON s{0D smoy sweN r'i
*abexyog

snuy AqQ 3w Ju3as 3x9M ¢ I8P YL ‘obv sSIvak [viaAds (AvH prAavg) om
JuU3as PrIy uyor eyl adey v woxj axe smarqoxd p IXIU YL ‘(sIIpUnEy
T3PYDTH JO A8331IN0D) A3¥s1aAatun projuel§ 3w Lxojwroqe] uorjezruwyido
swa3sAs 3yl woxjy aiv swarqoad 38923 Huyuwexboxd IwaUTT €| ISATI UL

‘e3ep ayyl jo Auwe

Butpavostp wox3 swexboxd [yem JuaAaxd 03 PapuUIIUF FUF[ [PFITUT Yue[q ¥
YITA 3IP38 SI[TJF ISAYL “SUTT YOPad JO pua ay3j 3Iv I9IO0VIVYD JUT[MAIU @
83pNIOUY 3IF {I[TJ passardwod ayy 103 8T JuUnod 33LQq IYL °MO[3q pIjou swe
‘20303A IPTS puwy-3IYBTX 3I9XTF Y3 ING [[¥ PUP SMOX IIXF IIYIO PIIIfwo
JARY 9M "MOX 3IS00 3Y) IPNTOUT Inq ‘I0309A IPTE puey-Iybrx ayjy pue
suum{od sn{dang puw YOR[S IPN[IXI MO[3Qq SIUNOD OIIZUOU PUR UWNTOD JYJ

‘ejep 31833
Buyaybh sjusuwod sapniouy wexboxd Yyl ‘wxoy Induy pPIPPURIS-SIW OIUT
swarqoxd 3833 3yy bHuypuedxa 103 wexboid jasqng £, UPIIIOS ¥ UTRIQO O3

vyvp/dy woxy sdwa puas

3sanbax qIr3I3U ay3 anssy !jewioj passaidwod v Ul PIxoIs IIwW
suarqoxd 38233 Buyumezbord 1vaur( ‘sawyl UOTSSTWSURI} IONPIX OF

==zx= XIPUT VIVA/dT ===z=

$mM0[[0) @3ep/dT O} XIpul JUILIND Y|
"131N04 qOg Yum SUOISSNISIP wouy Jutigauaq Aprasje st yiom siyg Qi

v

“(s[re19p 10§ ‘pgeI ‘reyivurIvy 298)  uonouny [enuajod, pauriojsuriy
343 ut JURIP W [[9m §® ,Z JO AI[IQISUI} 1O11I8 IINSUI O} UAKOYD 81 (¢'¢g) m o y18uaidass ayy,

¢ '
ol A.v (> ;0oa) -2q| sz
ws[qoid saienbs-1swa| reaui] ayy jo [enpisas [ewnydo ayy st 29 — 2,00 - 2q = ¥4 259ym
An.nv CCuu -T=

£q uaar8 s1 aowds poursojsuwsy ayy ur 23w XaU Y,
"Poyidur 1aueq oY) ut sw ‘(“z)Jeip v paugop st (7 ‘z 93wiayr uw uaAIs ‘poyrawr aA1dafoad ayy ag

z .u_-QHI.IHAFu =z

'
I

dg?

(z'g) xd -

:,% Jutod pauriojsuriy ayy puw z quiod a[qisway A[3o11ys Auw u[a1 YPIyMm

‘suorjeuriojsuriy 3a1afoid Suimoqioy ayy saugap (@ xujew [euofeip aapsod £(pouys Auy
(‘urojqoxd ayy Suruiiojsuesy Aq pansse aq skeme ued suorydwnsse
38IYL) "0 = 2D 18y pue g = X2 1843 pawnsse osfe 81 9] “(1'g) Jo uonn|os v jousp nz 1]

0z ‘1= z,2 ‘0=zD o0 13fqns
(rs) a3s

z,9  ziwiunm

urzof
[e123ds aqy jo aq 09 pownsse st wresfoid swauyy ayy ‘(861 ‘1wyreuLIvy]) poyraw aArydaford ayy uf

PO 2A1daforg saeqreuntey qijm digsuopjeidy °g
'83[qRIIRA 37} U0 Spunoq 1amo| puw 13ddn yym sweidord 1vaui| 10§

PaUYap 3q OS[R UV UOIIIIP YO1838 UOIMIN PIIRIOOSST 3Y) PUT UOIRULIOJSURI} IALLIR] Y],
0 q18ua[dajs aa1ye3au-uou auros 10§

9do +z =2
£q uaa18 st poyjour uoymap pardafoxd ayy jo ajeian xau Ay,
t|lx,y@ - o - sq|| smuitanu

‘wa[qo1d sarenbs-1sva| reaul| Suimo(of ay) Jo [enpisas [eurydo ayy 94 pu® uolIN[os 3y} st 7 x rYM

g (/1) = d

Aq pauyoap st ‘(z'z) waiqoidqns 3y Y3m pajerdosse UOIDAIIP IA1IIRG UOIMIN
payoafoxd ayy ‘9d uayg, ) =spueut-p = ¢ ‘(‘x)3eip = @ 197 'q = zy saysijes

BIA J|qejieat 1t Jyew o) adoy pur vonrwogur YIns Fund(j0d UO $IIQUIW TY QD 1IYI0 YuM FI0M
0y adoy | ‘snwisnd dwn sy nquyxa Kaygr sasnpnas eads Inoge sludwwod pue suidio 1oy uo
11#19p 12yuing s® YIns “swdiqosd 1531 ay) INnoqe vonrwIojul 10w IPIAosd 0) 21U 3q pINom 1f

T 9)VINN JUSLIND 3 1RY) JWNSFR IM ‘poylaur uoImaN pajdafod e £q (z'Z) 2A[0s 09 1epio uf

*(8961 ‘yPruti0)dpy puw 0wy 33 ‘ass)
(1°Z) jo uonnos w s1 F 213ym ‘0 1 sw X () X wyy ‘(2°2) jo uonnjos ayy st ?:..N 31 Apoanp
(syuriq Juipien jo paddins saun jo s1dRIRY



Electronic Mail Distribution of Linear Programming Test Problems

David M. Gay

AT&T Bell Laboratories
Murray Hill, New Jersey 07974

Netlib is an experimental facility for distributing public-domain numerical software by elec-
tronic mail. Two machines, research at Bell Labs and an/—mcs at Argonne, currently provide net-
lib service. (This is natural, since nerlib is the creation of Eric Grosse of Bell Labs and Jack
Dongarra of Argonna National Laboratory.)

To use netlib, you send electronic mail to either research!netlib or netlib@anl—mcs, asking
for what you want; if available, it will be sent back to you by return electronic mail. For example,
to see what research currently offers via netlib, you would send the message ““send index" to
netlib at one of the following addresses:

Network netlib address
USENET researchlnetlib
CSNET netlib®anl-mcs.arpa

ARPANET | netlib®anl-mcs

EDUNET netlib®anl-mcs.arpa
ACSNET netlib®research

BITNET netlibXanl-mcs.arpa®wiscvm

The powers that be have consented to allow distribution of linear programming test problems
via netlib. To see what problems are currently available, send the message “send index from
lp/data” to netlib. The return mail that research/netlib would send you (at the time of this writ-
ing) is shown below. New problems will appear first on research, then (after an unpredictable
length of time) on anl—mcs. (There is no guarantee that nerlib service will continue to be avail-
able; on the other hand, there are presently no plans to withdraw this service.)

Anyone willing to make interesting linear programming test problems publicly available is
encouraged to submit them for possible inclusion in nerlib’s 1p/data chapter. Contact David Gay
clectronically (research!dmg), by phone at (201) 582—5623, or in writing at the address shown
above. You can save me some hassle by making sure the problems you send have a single right-
hand side, a single (or no) BOUNDS set, and a single cost (free) row with signs reversed, if neces-
sary, so that the LP is to be minimized. (Otherwise I will arbitrarily delete all but one right-hand
side, free row, and BOUNDS set before putting the problems into 1p/data. The obvious point
of this exercise is to make as clear as possible what problem is to be solved.)

All of the LP test problems currently available from nerlib are in MPS format. Source for
portable programs that generate LP's would also be welcome.

Problems in MPS format can be large. To reduce transmission times, netlib sends a
compressed version of the probl — and makes available a Fortran 77 program for expanding
the problems back to MPS format. The compression and expansion involve no roundoff, so the
problems should not be changed by the process. The compressed form contains only printing
ASCII characters, and is broken into lines at most 72 characters long. There is one checksum
character per line (sent somewhat later in a line full of checksums), so the expansion program is
likely to warn you if a transmission error has occurred. Even with the checksum characters, prob-
lems are typically reduced to between 16% and 26% of their original size (where size is in
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The new iterate £, in the original parameter space is obtained by applying the transformation
(3.2) to #/, so that
. 1
"7 eTD(z' - a'ry)

where v is chosen to make 7%, = 1.

3 D(z' - a'rx) = y(z - &Dry),

Let x,, be defined as the solution of the least-squares problem
minimize ||Dc ~ DCTx|,,
Ld

and let
Bo = Na.:vn - UOq.xov.

If the projective method and the barrier method with u = p. are applied to problem (3.1)
with the same initial point, and if the steplengths a and a' are suitably chosen, the two algorithms
generate identical sequences of iterates. Thus, a special case of the barrier method would follow
the same path as the projective method.

4. Numerical Results

In this section we illustrate the performance of a preliminary implementation of a projected
Newton barrier algorithm on problems from an LP test set in use at the Systems Optimization
Laboratory. All problems are in the form (2.1). To obtain constraints of the form Az = b, any
general inequality constraints are converted to equalities using slack variables. Details of the
problems are given in Table 1. The value of “rows” refers to the number of general constraints,
and “columns” to the number of variables, excluding slacks. The number “slacks” is defined
above. The column “A” gives the number of nonzeros in the problem. This figure includes one
for each slack but excludes the nonzeros in b and c.

The runs summarized in Tables 2 and 3 were made in double precision on an IBM 3081K
(relative precision 2.2 x 10~'®). The source code was compiled with the IBM Fortran 77 compiler
VS Fortran, using NOSDUMP, NOSYM and OPT(3). Table 2 gives the number of iterations and CPU-
seconds required by the primal simplex method, as implemented in the Fortran code MINOS
5.0 (May 1985). The default values of the parameters were used throughout (see Murtagh and
Saunders, 1983).

Convergence for each subproblem (2.2) is measured by ||r||, where r is a scaled form of the
reduced gradient, which must tend to zero for any fixed u. Reduction of u is controlled by two
parameters: RGFAC defines an initial “target value” for ||r||; and MUFAC defines the factor by which
p is reduced when ||r|| reaches the target value. RGFAC and MUFAC should lie in the range (0,1) to
be meaningful. For example, the values RGFAC = 0.99, MUFAC = 0.25 allow a moderate reduction
in p almost every iteration, while RGFAC = MUFAC = 0.001 requests more discernible progress
towards optimality for each subproblem, with a substantial reduction in g on rare occasions.

Many runs of the barrier method were made, incorporating different choices for RGFAC and
MUFAC. One aim was to find a set of values that could be used reliably on all problems. Table
3 summarizes the performance of the barrier method with RGFAC = 0.1 and MUFAC = 0.1. The
second and third columns of the table give the number of iterations to obtain a feasible point and
the total iterations required. The fourth column gives the total CPU time (in seconds) to solve
the problem. The underlined digits in the fifth column show the correct figures in the objective
function on termination. The final two columns indicate the degree of feasibility and optimality
of the final point.
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UNIVERSITY OF CHICAGO
26 July 1985

Dr. Karla Hoffman

Operations Research Division

National Bureau of Standards
Building 101, Room A415

Gaithersburg, Maryland 20899

Dear Karla:

The purpose of this letter is to examine the circumstances in the relationship between the
NBS/COAL group and Bell Labs concerning experimentation on the Karmarkar algorithm. Al-
though the first line of the letter of July 18th from Boggs, Jackson, and yourself refers to a brief
report, 1 am grateful that in fact the letter plus attachments provides a good review of what has
occurred.

When I read the letter I felt puzzled by the turn of events wherein Bell labs was initially receptive,
but later rejected collaboration on computer experiments which could have been useful to them.
As the “shock” wore off I began to wonder whether my being surprised implied that there was
something to learn from the episode. A question which came to mind was:

Q: Are we muddying the waters by casually assuming that standards for proper experimen-
tation on algorithms should be about the same when a particular algorithm is being
investigated as when alternative algorithms for solving some class of problems are being
compared?

To indicate that the assumption stated in Q may or may not be sensible 1 will refer to self-
comparison—meaning (experimental) determination of properties of an algorithm by itself—and to
cross-comparison.

In either case the main objective may be in the basic math./science domain or in that of application-
in-practice/proprietary knowledge. In the latter category a “product evaluation” may consist pri-
marily of self-comparison (when an algorithm has no close competitors), or of cross-comparison
when it does. Similarly, on the academic side, one may investigate properties of an algorithm per
se, or differences between algorithms.

Essentially the paper by Crowder, Dembo, and Mulvey (“On Reporting Computational Exper-
iments With Mathematical Software”)—to which the NBS/COAL group has frequently referred
as a guide to proper computer experimentation on algorithms—does not distinguish between self-
comparison and cross-comparison; nor does it between experimentation for basic scientific purposes
and those for effectiveness in practice. Although there are indications in the paper that it is directed
toward cross-comparison, the material which actually presents guidelines is written completely as
though there is no difference at all between self-comparison and cross-comparison.

Admittedly the real world jumbles together self- and cross-comparison, and also basic research and
product development. The situation with which you have dealt at Bell Labs is a shining example.
Nevertheless 1 feel that at least insofar as you represent the Math Programming Society—which
is oriented mainly toward basic math/science issues—the distinctions above need to be made, and
are relevant to the situation.

I am dubious with regard to the paper by Crowder et al., not only on the matter of self-comparison
v. cross-comparison, but also whether it is a good set of guidelines for the computer experimentation
side of basic research in mathematical programming. That area of experimentation is

In all cases, the number of iterations required by the barrier algorithm appears to be qualita-
tively similar to that reported for various implementations of the projective method (cf. Tomlin,
1985, and Lustig, 1985). The computation time in two thirds of the examples is comparable to
that required by the simplex method.

When tried on a second test set of three models characterized by extreme degeneracy, the bar-
rier algorithm became relatively less efficient than the simplex method as problem size increased —
probably because of the increasing cost of solving the least-squares subproblem in the barrier
method. However, it is obvious that for certain structures in A, the relative increase in cost of
the linear algebra will remain constant as problem size increases, and that the performance of the
barrier algorithm will consequently improve relative to the simplex method on such problems as
size increases.

Because of the properties of the iterative sequence generated by the barrier method, a “nearly
optimal” solution can be obtained by early termination. In contrast, it is well known that early
termination of the simplex method does not necessarily produce a “good approximation” to
the optimal solution. (This observation emphasizes the fundamental difference in the iterative
sequences generated by a combinatorial algorithm like the simplex method and a nonlinear algo-
rithm like the barrier method.) Our experiments indicate that almost one-half the work of the
barrier algorithm can be saved by terminating early, if an inaccurate solution is acceptable. As
many authors have noted, this suggests the possibility of using a barrier algorithm to attempt
to identify the correct active set, and then switching to the simplex method (say) to obtain the
solution.

5. Conclusions

Our experience with the barrier method suggests several conclusions.
On the positive side:

e Substantial computational evidence indicates that for some non-trivial linear programs, a
general barrier method can be comparable in speed to the simplex method;

o The barrier method is likely to be faster—perhaps substantially so—than the simplex method
for problems in which the least-squares subproblems can be solved rapidly. Furthermore,
since we deliberately did not attempt to obtain maximum efficiency of the barrier method
on each problem, there is much scope for further “tuning” of the algorithm on particular
problem classes;

e The mathematical and qualitative relationship between the projective and barrier methods
places this approach to linear programming in a well understood context of nonlinear pro-
gramming, and provides an armory of known theoretical and practical techniques useful in
convergence analysis and implementation.

On the negative side:
® The barrier method has not been ‘consistently faster than the simplex method on general
unstructured problems, and has been considerably slower on certain examples. Its efficiency
relative to the simplex method seems to decrease with size on some problem classes;
e “Nonlinearizing” a linear problem leads to difficulties in developing a robust general-purpose
algorithm. Furthermore, nonlinear algorithms typically display wide variations in perfor-
mance, depending on the selection of various parameters.

Finally, we make the following general observations:
o Most qualitative aspects of Karmarkar’s projective method can be found in the projected
Newton barrier method; .
e No attempt has been made to date to obtain a proof of polynomial complexity for any version
of the barrier algorithm;
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the proposal and transmitted it to A. Fronistas, AT&T’s designated liaison for this test effort,
on 7 January 1985. Copies were sent to you and to other prominent members of the professional
community. In the proposal, we addressed ourselves to scientific thoroughness in the design of the
experiment and the subsequent publication of the results. To guarantee the scientific community
that the evaluation procedures met the highest standards of the profession, we were careful to
follow the guidelines set down in 1979 by the COAL and published in Crowder, H.P., Dembo, R .S.,
and Mulvey, J.M., “On reporting computational experiments with mathematical software,” ACM
TOMS, Vol. 5, No. 2, June 1979, pp. 193-203. In subsequent phone conversations with the AT&T
representatives, we attempted to assure them that we would protect AT&T’s proprietary interests
in the method and the code they had developed. We proposed signing non-disclosure agreements,
treating any documents received as “confidential,” and/or performing the experiment at their site.
We were open to other suggestions as well.

As a result of the publication of our proposal, project participants became engaged in a number
of other related activities. R. Jackson was interviewed by a reporter from the Wall Street Journal
for an article on Karmarkar’s method that appeared 5 May 1985. S. Gass and R. Jackson were
asked by L. Bodin, the chairman of ORSA’s Technical Section on Education, to organize a session
on efforts to test the new method that was held at the Boston Meeting of ORSA. P. Boggs and
R. Jackson were interviewed by a reporter from the IEEE Spectrum for an article that will appear
shortly. R. Jackson was invited by W. Stewart, editor of ORSA’s Computer Science Technical
Section Newsletter, to prepare an article on some of the philosophical issues that had been raised
at the Dallas session on Karmarkar’s method. P. Boggs, K. Hoffman, and R. Jackson prepared
an ARPANET announcement on the proposed test effort, which generated other, ARPANET com-
munications. And, of course, the three of us have received numerous phone calls from interested
members of the professional community seeking information on the new method and on the progress
of our test effort.

AT&T’s response to our proposal came in the enclosed letter from M. Garey and D. Gay, dated 24
April 1985. For essentially two reasons, our proposal did not seem feasible to them at this time. The
first reason has to do with their concerns over the handling of company proprietary information.
As mentioned above, however, we believe there are many ways to surmount this problem, and that
a concerted effort among the involved parties could have been successful. The second problem was
that they consider their code to be too experimental to be subjected to the type of evaluation we
had proposed. For our part, we intended only to test the code they used in reporting speeds of 50
to 100 times faster than MPSX370. If their code is too experimental for an independent body to
replicate their experiments, we feel that it was probably dangerous to report comparative speeds
in the first place. In fact, it was because of these beliefs that our proposal did not include any
comparative testing. The guidelines referenced above are clear on the amount and type of testing
that is required to support comparative claims, and it is much more than we had in mind.

Although this attempt at a cooperative test effort was not successful, the experience illustrates
the continuing need for the existence of a group like COAL to educate the community with regard
to availability of testing methodologies, and to continue to ensure the existence of both sound
techniques for testing mathematical software and large sets of documented test problems. Indeed,
had there existed a well-documented, readily available set of linear programming test problems,
AT&T might have been able to report on this test set initially, and perhaps none of the events
discussed here would have occurred.

The creation, updating, maint e, and di tion of a collection of test problems is a grubby,
unrewarding, and expensive exercise. This is especially true for large-scale problems, not simply
because they are large, but also because they frequently arise in practice, are proprietary, and must

EMP: AN EXPERT SYSTEM FOR MATHEMATICAL PROGRAMMING

Klaus Schittkowski

EMP is an interactive programming system that supports model
building, numerical solution and data processing of mathematical
programming problems, i.e. of problems in the form

minimize f(x

subject to g(j = 0 , J=l,...,r
g9(j j=r+l,...,m
a

where x is an n-dimensional vector and where all problem functions

are continuously differentiable or are at 1least composed of

continuously differentiable functions. Various options are

available in EMP to facilitate the formulation of problem

functions. The objective function e.g. may be a linear or quadratic

function, a data fitting function, a sum or maximum of functions,

or a general function without a structure that could be exploited.

More precisely the following mathematical models are available for

facilitating the formulation of objective function and exploiting

special structures mathematically whenever possible:

- Linear function

- Linear least squares function

- Quadratic function

- Ll-data fitting with general nonlinear functions

- Ll-data fitting with one parameter estimation model function

- L2- or least squares data fitting with general nonlinear
functions

- L2- or least squares data fitting with one parameter estimation
model function

- Maximum-norm data fitting with general nonlinear functions

- Maximum-norm data fitting with one parameter estimation model
function

- Sum of nonlinear functions

- Sum of 'simple' nonlinear functions differing at most by an in-
dex

- Maximum of nonlinear functions

- Maximum of realizations of a parameter estimation model function

- General function

Independently from the objective function, the user has to
declare the constraints in form of a sequence of linear or non-
linear functions, respectively. In both cases it 1is possible to
proceed from two-sided bounds for the restrictions. The input of
“u»avwo. constraints is facilitated, if they differ at most by an

ndex.

For objective function and constraints, the input of quadratic
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UNITED STATES DEPARTMENT OF COMMERCE
National Bureau of Standards
Galthersburg, Maryland 2089090

July 15, 1985

Dr. Michael R. Garey

Dr. David M. Gay

At&T Bell Laboratories

600 Mountain Avenue

Murray Hill, New Jersey 07974

Dear Drs. Garey and Gay:

We received your response of April 24, 1985 to our proposal of January 7, 1985 to test the projective
algorithm for linear programming of N. Karmarkar. Needless to say, we were disappointed that we
will not be able to do this testing.

In developing our proposal, we had conscientiously tried to suggest a means of testing the algorithm
which both satisfied the needs of the community for relevant details and, at the same time, protected
AT&T’s proprietary interests. Our proposal was intended to be a point of departure for discussion
and negotiation and thus we think that the problems you raised could be satisfactorily resolved.
First, we did not require a full-scale implementation of the algorithm for the series of tests we
suggested. We certainly realize that the production of such a code is premature until further
testing and refinements are completed. We did, however, assume that there was a research version
of a code which could be used for the purpose. Indeed, we fully expected to use the program, or
slight modification, which was employed to generate reported results. Secondly, as we discussed
on the phone, NBS has a history of signing non-disclosure agreements in order to protect the
proprietary interests of the private sector and we were willing to explore other means to guard
against public disclosure.

We are still willing to discuss a joint testing effort with you, but we agree that the delay has
necessarily limited its value. We are, however, interested in pursuing your offer to cooperate in
forming and distributing a set of test problems for linear programming. We continue to believe
that such an effort will be in the best interest of the mathematical community. Perhaps we could
discuss this matter at the XIlth International Symposium on Mathematical Programming to be
held in Boston on August 5-9, 1985,

Sincerely,

Paul T. Boggs Karla L. Hoffman Richard H. F. Jackson

call the mathematical programming code with a long list of
parameters that are to be defined initially,

-~ to provide the problem functions and their gradients in a

special form required by the mathematical programming algorithm,

- to define an individual output file for each set of results,

- to interprete the results for a decision maker.

Thus the domain of application of EMP is summarized as follows:

(1) Programming neighbourhood for developing a first executable
program version solving a specific practical problem (or
class of problems).

(ii) Investigation of different model variants fitting best to a
given real world situation.

(iii) Testing certain types or modifications of mathematical
programming algorithms for solving a class of problems.

(iv) Collecting numerical experience on solution methods for
optimization problems.

(v) Teaching students on model building (e.g. structural
optimization courses in engineering science) or on numerical
behavior of optimization algorithms (e.qg. optimization
courses in mathematics).

EMP allows a user to concentrate all his efforts on the problem he

wants to solve and takes over the additional work to select a

suitable algorithm and to organize the data, the execution of the

problem functions and the program structure. It should be possible
to solve optimization problems of the class under consideration
within a minimal fraction of time needed otherwise.

A more extensive report is available from the author which
contains also a detailed example in form of a complete copy of the
corresponding terminal in- and output.

Klaus Schittkowski
Mathematisches Institut
Universitaet Bayreuth

8580 Bayreuth, Germany F.R.
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MESSAGE FROM THE CHAIRMAN

From the point of view of COAL the Mathematical Programming Symposium in Boston
was a successful one. A vivid and growing interest in computational mathematical pro-
gramming and other COAL related matters was evident from the attention given to the
papers (around 30) presented in the COAL sessions. Also about 200 people attended the
ceremony in which George Dantzig as chairman of the prize committee awarded the Or-
chard Hays prize for excellence in computational mathematical programming to Michael
Saunders.

On the organizational side many changes can be noted. In addition to the many new COAL
members (see inside cover) ] was nominated as the new chairman. Our old chairman, Karla
Hofmann, was elected to the MPS council, where she joins a substantial group of ex-COAL
members. As you have noticed Bob Meyer is willing to continue as COAL Newsletter editor
with the assistance of Jens Clausen as European co-editor. 1 hope all of us will serve very
fruitful terms.

Currently we are exploring the possibilities of cooperation in meetings and publications
with ACM’s SIGMAP. Although no final decision has been made, it seems like the Newslet-
ter is the most convenient way to get the cooperation started. To stay with publications,
the editor reports on the resolution of the problem of sending the COAL Newsletter to the
“Friends of COAL”. The MP Study on Computational Mathematical Programming edited
by Ric Jackson, Karla Hofmann and myself, is well underway. We expect to be able to send
off for printing the first 8 papers later this year. The Proceedings of the Bad Windsheim
meeting (NATO-ASI on Computational Mathematical Programming) have been published
by Springer Verlag. The editor, Klaus Schittkowski is to be congratulated on the nice job
he did.

As far as the future is concerned, preparations for the next COAL meeting (winter 86/87 or
summer 87) are well underway. It will not be a “summer school” or “study institute” but
more like a one week advanced research seminar. We are currently investigating which one
of 3 proposed sites to hold the meeting at. Also 1 have requested strong council support
for an update and revision of the guidelines for reporting computational experiments. Ric
Jackson, Susan Powell, Steve Nash and Paul Boggs have volunteered to undertake this
task. They will start as soon as council has accepted a motion expressing its willingness
to consider the guidelines to be developed as a standard to be imposed for all publications
of the Mathematical Programming Society.

Jan Telgen

PETITION FOR THE FORMATION OF

8IGCMP
8IG on Computational Mathematical Programming

(A reincarnation of BIGMAP)

SIGCMP will be concerned with innovations in-hardware
and software involved with the implementation of mathematical
programming algorithms and solutions to mathematical programming
models.

It will be concerned with innovations in hardware and
software which affect the speed,robustness, accuracy,
reliability and portability of mathematical programming

. algorithms.

It will be concerned with innovations in hardware and
software which affect the expression and solution of
mathematical programming models.

It is expected that, if formed, SIGCMP would undertake Joint
activities with the Committee on Algorithms (COAL) of the
Mathematical Programming Society. Tentative agreements have
already been made for joint newsletters and conferences.

If you would like to see this SIG formed with the above
goals, please sign this petition and return, no later than
February 28, 1986, to:

Jerome L. Kreuser
World Bank, Rm. M-816
1818 H Street, N. W.
Washington D.C. 20433

S8ignature Date

ACM Membership Number
(An ACM membership number is required for a valid ballot)
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MATHEMATICAL PROGRAMMING SOCIETY
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University of Tennessee
Knoxville TN 37996

USA

Karla L. Hoffman

Center for Applied Mathematics
National Bureau of Standards
Gaithersburg MD 20899

USA

Richard H. F. Jackson
Center for Applied Mathematics
National Bureau of Standards
m&arm;v:-w MD 20899

SA

Gautam Mitra
Brunel University

Dept. of Mathematics and Statistics

Uxbridge, Middlesex UB8 3PH
England

Michael D. Grigoriadis
Chairman Excom MPS
Dept. of Computer Science
New Brunswick NJ 08903
USA

EDITOR

Robert R. Meyer
Computer Sciences Depart.
University of Wisconsin
Madison W1 53706

MEMBERS

EX OFFICIO MEMBERS

CO-EDITOR

Jens Clausen

DIKU

University of Copenhagen
Sigurdsgade 41

DK-2200 Copenhagen
Denmark

Ronald R. Rardin

School of Industrial and Sys. Eng.

Purdue University
West Lafayette IN 47907
USA

Klaus Schittkowski
Mathematisches Institut
Universitat Bayreuth
D-8580 Bayreuth

BRD

Robert B. Schnabel

Dept. of Computer Science
University of Colorado
Boulder CO 80309

USA

William R. Stewart

Sch. of Business Administration
College of William and Mary
Williamsburg VA 23185

USA

Philippe L. Toint

Dept. of Mathematics

University Notre Dame de la Paix
Namur, Belgium

Stein W. Wallace

Chr. Michelsen Institute
N 5036 Fantoft

Norway

Alex Orden, Chairman MPS
Graduate School of Business
University of Chicago
Chicago IL 60637

USA

COAL OBJECTIVES

The Committee on Algorithms is involved in computational developments in math-
ematical programming. There are three major goals: (1) ensuring a suitable basis for
comparing algorithms, (2) acting as a focal point for computer programs that are available
for general calculations and for test problems, and (3) encouraging those who distribute
programs to meet certain standards of portability, testing, ease of use and documentation.

NEWSLETTER OBJECTIVES

The newsletter’s primary objective is to provide a vehicle for the rapid dissemination
of new results in computational mathematical programming. To date, our profession has
not developed a clear understanding of the issues of how computational tests should be
carried out, how the results of these tests should be presented in the literature, or how

muwa_.mB.wznp_ programming algorithms should be properly evaluated and compared. These
issues will be addressed in the newsletter.
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