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The Ellipsoid Algorithm

Who would have thought that what
must be the only front-page article about
mathematics ever to appear in the New
York Times (‘A Soviet discovery rocks
world of mathematics’, November 7,
1979) would be about mathematical pro-
gramming? Our Society was keeping up
with Khachian before the Times made
his work so famous. Some of us first
heard of him at a Conference on Mathe-
matical Programming in Oberwolfach,
West Germany in May, 1979, where his
Russian paper [1], really a long abstract,
was circulated, but all we understood was
its intriguing title. Eugene Lawler stir-
red up interest in it on his return to
Berkeley, and by July Gacs and Lovasz,
visiting Stanford University, had recon-
structed the derivations of assertions rel-
ated to Khachian’s.

they presented their work to some 300

At our invitation

people at a special session of the Tenth
International Symposium on Mathemati-
cal Programming held in Montreal in Au-
gust. The science press then took notice,
especially in an article [2] in Science, the
version of the story which the Times fur-
ther garbled, creating the impression that
P = NP and that all the hard problems
had been solved. Lawler has written an
engaging account [3] of that part of the
story. A flood of technical papers fol-
lowed, which I have been trying to col-
lect. Our bibliography [4] lists 46, as
well as background literature, mostly So-
viet, and some of the popular commen-
tary. Now the phenomenon has peaked.
The numbers of technical papers in each
month (date on paper, if given; otherwise
of receipt) are:

1979 1980
Aug 1 Jan 14
Sep 1 Feb 8
Oct 1 Mar 5
Nov 9 Apr
Dec 6 May 0

This February the Society held a
‘Workshop on polynomial-time algor-
ithms for linear programming’ attended
by 80 people with an active interest in
The
and lively discussions brought us pretty

the subject. 17 reports presented

well up to date, and it appears that few
There
are no written proceedings, but most of
the short presentations were extracted

new ideas have arisen since then.

from authors’ longer written papers re-
viewed in [4].

The algorithm has a history. Most of
it is actually due to other Soviet mathe-
matieians: D.B. Yudin and A.S. Nemirov-
sky of Moscow, and N.Z. Shor of Kiev,
whose article [5] states the algorithm in
and also in its best
form for practical computation - not
only for linear programming, but for the
much more general convex programming

its clearest form,

problem. Because of the multiple au-
thorship and its basic idea -- the genera-
tion of numbers which, geometrically,
describe a sequence of ellipsoids which
must all contain a solution and which
shrink, so that it is eventually identified
- we refer to it and its near relatives as
the "ellipsoid algorithm’.

Actually, at least three different al-
gorithms have been presented:

\

1. That to be attributed to Shor, Yu-
din, and Nemirovsky (above).

9. Khachian’s [1]: This is Version 1,
slightly modified so as to be provably im-
plementable in polynomial time on a pos-
sible computer, but hardly practical.

3. That of Gacs and Lovasz [6]. While
inspired by Khachian’s, it uses different
formulas. It is better viewed as a revi-
sion of Shor’s algorithm, to which it is
mathematically equivalent, although it is
The ellipsoid

becomes an hyperboloid after a few hun-

numerically ill-behaved.

dred iterations, destroying the computa-
tion. Many the term
See page 3

authors use
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Lately the Mathematical Programming

Society has heen trying to broaden its
activities in a number of ways. Phil Wolfe’s
report to the membership distributed in
Montreal last August testifics to this fact. In
order to continue and cnhance these efforts
many of the officers and members of the
society felt that it would be desirable to
have an informal means ol communication
available and that this could best be attained
by establishing a Newsdletter. In addition it
has been pointed out that a Newsletter could
also be used as a vehicle for an outreach
program on the part of the Socicty by, for
example, permitting a new class of member-
ship for students.

Congequently the Publications Com-
mittee hegan to explore several possibilities.
Recognizing that the SIGMAP N
Bulletin

programming community well in the past,

weletter
(now served  the mathematical
one proposal  was to found a joint News-
letter. Both SIGMAP and the ACM were
somewhat receptive but not overly enthusi-
astic about such a venture. However, of
much greater significance was the fact that
when such a proposal was aired in Montreal
in meetings of the Publications Commilt-
tee and the Council, it hecame evident that a
significant  sentiment existed in favor of
establishing our own Newsletter. Another
proposal that was explored was the possibil-
ity of expanding the COAL Newsletter.
However, it quickly became evident that this
would not be feasible hecause of the highly
specialized interest of COAL and the ad
hoe nature of its publication.

Thus the decision was made to estab-
lish a new Newsletter-—OPTIMA. The name

was suggested by Phil Wolfe since it trans-

lates so well into many languages. A suceess-
ful search to find an Editor culminated in
the appointment of Don Hearn to this
important position. We are indeed fortunate
that such an able and energetic person as
Don has agreed to undertake this task. |
know that I speak for all members of the
Society in wishing him every success in the
launching of OPTIMA. However OPTIMA

See page 2
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YOU,

your submissions and

will only succeed the members,

support it through
suggestions. Flsewhere in this first issue you
will find a column by Don stating the kind
of material he is secking.

Many people worked hard to bring
OPTIMA  into heing. In particular I would
like to thank George Nemhauser who was
always there when needed and who also
nominated the successful candidate  for
Fditor. Thanks are also due to Mike Powell
who debated most persuasively during the
many discussions which were held.

—Michael Held
Chairman
Publications Committee

* k %
DEADLINES FOR OPTIMA
Fall Issue - September |

Winter lssue - December 1

Workshop

The IV Bonn Workshop on Combi-
natorial Optimization will take place August
28-30, 1980,

metrie und Operations Research,

at the Institute 1'm' Okono-
mwml\
{ Bonn.

As  with

workshop is

the the
devoted primarily to recent

preceding  oncs,
research in the area of discrete and combi-
natorial optimization and related topics such
as graph theory, matroids and independence
systems, polyhedral combinatorics, analysis
of combinatorial zlln‘()rithnm, ete. In addition
to the

visitors

members of the Institute and its
the 1980/81

experts of these fields will partic-

for academic year
leading
ipate.
The gtmvtnrv of this workshop will be
here will

very informal., y& no program in

advance. The time schedule for the lectures
will he made on the spot, but participants
are expected to give their most recent and
best the
mentioned areas,

If theve is enough interest we might
the Eifel for
August 31, or a hoat trip on the River Rhine,

very T(\S(Eil]’(‘h })2{})(‘}"8 n ilb()V(‘,

arrange a  hike in Sunday,

Participants are kindly requested to
notity us of their intention to attend at their

carliesl  convenience, Further information

can be obtained from the Institute.
Bernhard Korte

Computational results are often used
in  evaluating mathematical programming
algorithms. To date, our profession has not
developed a clear understanding of how
computational testing should be carried out.

The
(COAI

tives

Committee  on  Algorithms
)y was formed with the major objec-
of (1) developing  procedures for
appraising the usefulness of computational
results: (2) encouraging those who distribute
programs o meet certain standards of
portability, testing, ease of use, and docu-
mentation; and (3) acting as a focal point for
information about computer programs that
are available for general calculations and for
test problems and test problem generators.

Since 1978, when COAL was formed,
its members have heen active in many areas
including the collection of test problems, the
investigation of techniques for removing
timing, compiler, and computer variability
from computational results, the establish-
ment of reliable performance evaluation

criteria for comparing mathematical program-

ming software, and the development of a
sound methodology  for comparing MP

software. Guidelines for reporting results of
computational experiments were developed

by three members of COAL and published

in the following journals: Mathematical
Programming, JORSA, and Transactions on
Mathematical Software.

COAL Y

ing results of software testing research at

1as organized sessions present-

conferences sponsored hy tw N’Tathmmlticzﬂ

Programming Society, IFAC, The Furopean
Congress on Operations hcsmr(:h. the

Institute for Management Science, and the
Operations Research Society of America. In
1978, a NATO Advanced Study Rescarch
Institute entitled

“Design and Implementa-
tion of Optimization Software” was orga-

nized by COAL and a text of the proceed-

ings, edited by Dr. Harvey Greenberg, is
available through Sijthoff and Noordhoff.

Our work continues. In the near

July 2225

futare, you will be receiving a questionnaire
Kenneth Ragsdell
regarding the availability of software for

in the mall from Dr.
solving NLP problems. This is COAL's first
attempt to collect a catalogue of available
MP software. The catalogue will contain the
following information: the code name, the
method(s) used, special features of the code,
the the

distribution source for the code,

references  to literature, code’s
author(s), ¢
and the conditions of availability. We hope
to conduct similar surveys in other fields of
math pr(’)frr'mnning in the future.

At the EURO 1V meeting to be held
, 98() in

sponsor

> Cambridge, England,
COAL will

Dr. Susan

a session chaired by

Powell in which the following
talks will be presented:
“Mathematical Programming Systems--

Io.M. Beale

“The Relationship Between O.R. and

Master or Servant?,”

kX

Software,” M. Jeffreys

“Performance Evaluation of Nonlinear
Programming Codes via Multi-criteria Deci-
sion Analysis,” I, Lootsma

“The

Mathematical Programming Software,” K.

Testing and Iivaluation of

Hoffman and R. Jackson.

There will also be a session sponsored
by COAL at the ORSA/TIMS meeting in
Colorado Springs in November 1980,

On January 5-6, 1981, a conference on
Testing and Validating MP Algorithms and
Software will be held in Boulder, Colorado.
This conference will bring together research-
ers from a variety of disciplines who have
performed computational analysis (either in
math programming or general computations)
in order to further develop methodologies
for conducting software evaluation,

Finally, the commiteee on Algorithms
The

purposes of this newsletter are to generate

publishes a Newsletter twice a year.
an international interchange of ideas, high-
light research being performed in software
testing, announce the availability of new
software, and highlight international meet-
ings where research on software evaluation
will be presented.

The
rather small group with extremely ambitious
goals. Only

committee on Algorithms is a

with the assistance of much of

the MP communily can we succeed, Please
help us by answering our surveys, contrib-

uting to our newsletter, and providing us
with your suggestions as to how this Com-
mittee can better serve you.

Karla Hoflman, Editor

Committee on Algorithms Newsletter
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‘Rhachians algorithm” while actually working with this version. Those who have
heen able to compute successfully have used some form of Version 1.

One obtains the versions above by setting d = 0 in equations (3.4)
below. The ellipsoid (1) is then ‘cut’ through its center by intersecting it
with the halfspace {y @ as(y — x) < 0}, whose boundary is parallel to the
chosen violated constraint, and the new ellipsoid, which is that of smallest
volume cireumscribing the intersection, is given by the updated quantities.
Using (2) instead to calculate d gives a-cut whose boundary is the violat-
ed constraint; the volume of the resulting ellipsoid may be much smaller.
(It is remarkable that none of the Soviet authors gave the formula for the
"deep cut’, which is not hard to work out. It was discovered independent-
ly by authors of 18 of our 46 technical papers.}

Recommended implementation of the ellipsoid’ algorithm for solving
Ax < b, where A is an m by n matrix and xeR"™:

Start: Have x and a nonsingular matrix J such that the ellipsoid

M iy -w0l <

will contain a solution of the system, if any exists.

Recursion (x, J are replaced by X+,J+ below):

Find a violated inequality asx—f > 0.

(9) Set d aex=p
[Ja|
o Tr
(3) Set x, = 1+nd J'Ja

T+n  |Ja]’

@ 1 zn‘/l,-;gj /=D (=d sagn)" ||
" n?—1 (n+1) (1+d) |Ja)>

It seems to be good practice to choose a substantially violated inequality,
but not to do all the work required to choose one which maximizes d. If
d > 1, then there is no solution. JT s propertional to Ay of Shor and
serves as the ( of Khachian. JTJ is the Ay of Gacs and Lovasz.

The basic theory of the method is that each ellipsoid contains all the
feasible points of its predecessor, while the ratio of its volume to that of
the predecessor is

(5) n" ( 1—(12>n/2 (n—1) (1=d)
(n+1) (14d)

2
For d = O this ratio never exceeds e«l/?_n (and is asymptotically equal

n“—1

to that quantity for large n) so the ellipsoids steadily shrink. If the
feasible set has a positive volume then the algorithm must stop (with a
new X violating no inequality), while if it has zero volume then the cen-
ters X must converge toward the feasible set (although not with any
particular monotonicity). If the feasible region is empty, then one should
eventually discover d> 1.

All that is mathematics, of course, and we know that direct transcription
of formulas into computer code, in the hope that the computer’s representation
of mathematic’s ‘real” numbers will be accurate enough to make the theory
work, has pitfalls.

Khachian’s formulas differ from those above in only one important
respect: he further multiplies | by a factor slightly greater than one to ensure
that the new ellipsoid will indeed enclose the old half-ellipsoid. In order to do

See page 4

The Newsletter

OPTIMA s primary purpose is to he a
forum  Tor the membership,  providing
inlormation  aboul  current  research, a
calendar of meetings, news about members,
cle.

in addition to these regular tems, we
plan to feature al least one article of broad
interest in ecach issue. Examples ol sources
are plenary  addresses, articles about the
carly days of mathematical programming,
and articles about special research activities.,
When a rare technical article appears that
can he called “news”, it could be a feature
article. Usually, however, we will be fooking
for articles which offer perspective on the
field  of mathematical  programming, its
history and its directions, Such articles will
he edited, as will all contents, but they will
not be relereed.

Anyone wishing  to contribule &
feature article should contact me so that we
can make plans, The newsletter will vary
size from 8 to 16 pages and as much as
one-third to onehall that amount could be
allocated to an article,

The departments which will appear on
a reasonably regular basis are:

Chairman’s Column

Conference Calendar

Technical Report Tithes

lLetters to the Iditor

News from COAL

Brie{ News ltems
Contributions to these, announcements of
meetings, plus any other articles of interest
are invited.

Some  space  will  he available for
advertising  position  announcements and
short courses. The fee, for three column
inches (150-200 words) will be fifty (L.S)
dollars per insertion. Submission of such
announcements  should  be accompanied
by a check in this amount payable to
OPTIMA. Other advertising, from publishers,
for example, can also be aceepted.

Any comments or suggestions about
OPTIMA are, of course, welcome.

~Don Hearn
PP P¥F €€ €&

OPTIMA
Newsletter of the Mathematical Program-
ming Society
Donald W. Hearn, Editor
Judy €. Tolbert, Editorial Assistant

Published by the Mathematical Programming
Society and College of Engincering, Univer-
sity of Florida,
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that uﬁsing' {inite percision, he uses the factor
21ANT and supposes that his computer can
accomodate fixed-point data having 231 bits
to the left and 38nl, bits to the right of the

hinary point, where 1. is the total number of

hits required o encode the data ol the
particular problem, He then notes that (i) il
the system has a solution, then it has onein
0,) =24
works in (1) above), and (i) il the system

a sphere of radius oL (a0 that x

solution, and its inequalities  are
then  the
Lo With his

approximations he can work down from the

has a

relaxed by the quantity 2° L.

feasible set has volume at Teast 2

starting volume to this final volume m no

5 )
more than 1on* 1L ateps, resolving the ques-

tion s to whether or not the system s

feasible. Since this number, as well as the

pumber of arithmetic operations per step
required (O(n*y) is polynomial in the Tength
I, of the input string, so is the tme for the
whole algorithm.

Of course. Khachian's short paper
does not give the proofs that all this
works: indeed, it does not show just how
to find a feasible point if there is one, let
alone how to solve a linear programming

problem. A number of authors have

filled in the latter gap, and Padberg and
Rao [ 7] give the full proofs.

The Socie l.\g jointly with the Society
Industrial and Applied Mathematics, will
The B. Dantzig

Professor Dantzig’s contributions

sponsor George Prize i
honor ol
to mathematical programming. First award
of the prize iz anticipated at the Eleventh
Mathematical Programming
Bomn in 1982, The
possible award every three years thereafter,
third at a SIAM

national meeting,

Symposium in

prize is scheduled for

with every award being

The award, in the form of a certificate
containing the citation and a cash prize, is o
he made for original work, which by its
breadth and scope, conslitutes an outstand-
the ficld.

made to the Societies’

ing contribution to Nominations

will be fixecutive

Committees by an ad hoe committee of MPS

and SIAM members, Committee Chairman

for the first award iz Professor Roger |

B. Wets of the University of Kentucky. who,

along with Richard Cottle, Fllis Johnson and

Richard van Slyke, suggested the Dantzig

(1-4) do
work on a real computer. [ compute us-
ing APL on an IBM 370/168.

metic is 370 double precision: 54-56 bits
077,

In practice the formulas

The arith-

mantissa, exponent range 1 I have
had no trouble on various problems, tak-

30,000 steps: the

mathematics seems to work, and when I

ing up to as many as

compute the volume of an ellipsoid, it

has (in the d = 0 case) very nearly the

pr(tdi(‘lcd volume, I have also tried some
small problems in whieh the feasible re-
slon was a single point, and had “trouble’
(signalled by a false indication of infeasi-
hility) after

only the procedure had

produced point  that the computer
could hardly distinguish from the right
answer,

Perhaps one reason the Russian au-
thors have wisely not offered the ellip
soid algorithm as an alternative to the
simplex method is that the theory. at
Jeast for the d = 0 case. predicts dismal-
Iy slow convergence. in order to add one
decimal place 10 the accuracy of a solu-
the distance to a

tion - i.e.. to reduce

solution by a factor of 10 in each dimen-

sion - we can expect Lo have to reduee the

volume of the current ellipsoid by a fac-
. —n

tor of 10

ratio (5), in

Using the estimate above

for the k steps the volume

. —k/2n
will be reduced by the facior e R

seorge B.Dantzig Prize

Prize, All
Dantzig.

are former students of Professor

The prize specifications state that the

contribution(s) for which the award is made
must be publicly available and that they may
mathematical

belong to any aspect of

programming in its hroadest sense. The
cligible for consideration are
to the

their authors although preference

contribution(s)

not l‘«’,r&(l'i('[l‘(] with respeet age or

number of
will he given to singy-authored work of
“younger”
that the

spirit of Dantzig's own in that, ideally. it

prople. Professor Wets has stated

committee will seek work in the

should contribute hoth application and
theory.

Support for the Dantzig prize will
come  from individual,  corporate,  and

nstitutional contributions. Those wishing to
contribute should send a cheek payable (o
the G.B. to SIAM, 33 8 17th
Street, 19103, Individual

contributions are tax deductible.

Dantzig Fund
Philadetphia, Pa.

2
4.6n
We would expect the simplex

which gives kK = as the required
number.
method to solve such a problem nearly to
machine accuracy in less than 2n steps.

The

illustrative problem in the user’s manual

The following data are typical.

for the IBM linear programming routine
MPSX /370 has
ties, and

variables, 14 inequali-
equation (which I write as 2
inequalities). Writing the primal and
dual together (admittedly not the hest
way to handle the pr()blmn). I get a sys
tem of 47 inequalities in 23 variables. i
chose the initial ellipsoid as a spheve of
radivs 1000 about the origin. My pro-

gram monitors Ih(* worst violation of any

inequality; the table below gives the
number of the first step on which the
worst violation fell below the indicated
power of ten (after being only 200 ini-
tially).
Exp. Lteration
Version | Deep Cut
5 2 2
1 4 !
3 12 6
2 17 57
1 934 586
0 2941 1157
1 5168 1823
-2 7218 2545
-3 9280 3368
-4 11493 4103
-5 13820 4806
-6 16130 5618
-7 18367 6328
The number of steps to reduce by 0.1 i
close ta the predicted value 7H§ fur'
Version 1. while the deep cut speeds

things up by a factor of 3 - amounting to
a trifling reduction in the ellipsoid vol-
umes,

Our AP
plex method required 21 ilerations
the
2d-inequality

own version ol the aim-

1o solve
474nequality problem (reduced o a
viri-
12

problem i nonnegative
ablesy, with a maximum violation of 107
It takes 10 or

original linear programming problem depen-

15 iterations to solve the

ding on whether or not the nsual special
device Tor handling upper-hounded variables

15 used.

There are still, of course,

her of

a great name-

opportunities for further nuprove

ments, and many have been suggested in

the papers received. Besides the deep cut,
hasic
(‘,()Ht'"\"(’ next pag(‘

improvements proposed  {or the
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algorithm include: general methods for
getting a smaller starting ellipsoid; dis-
carding unneeded inequalities and carly
determination of infeasibility; combining
inequalities for improved cuts; and ways
for removing equations from the system.
Further, possibly better ways to do linear
programming than by the expensive i
multaneous primal-dual formulation are
proposed: hybridization with simplex or
related methods; the construction of cuts
using the objective function; and using
complementary slackness to predict irrel-
evant variables and constraints so that
the size of the system can be progressive-
ly reduced. (The references 8-10 cover
most of these points.)

Despite these opportunities, we have
yet to hear of evidence that the ellipsoid
algorithm can compete with the simplex
method. Since the invention of the lat-
ter in 1947, mathematical improvements
in the algorithm itself have probably
speeded it up by no more than a factor
of 10. The most important development
has been in data-handling - the exploita-
tion of sparseness, which accounts for
several orders of magnitude in computing
We
think the ellipsoid algorithm would not

time for problems of serious size.

have competed with the simplex method
if it had been available in 1947; further,
no one seems to have found a solid way
to exploit sparseness in it.

However, whatever its demerits for
linear programming, we can say this for
the ellipsoid algorithm: it solved a signif-
jcant theoretical problem. and can be
nsed to solve others; it may still be prac-
tically useful for the difficult nonlinear
problems that Shor proposed it for; and
it certainly brought a new kind of excite-

ment to our area of applied mathematics.
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international Summer School in
Optimization Techniques and Applications

A summer school entitled “Optimiza-
tion: Techniques and Applications™ will be
held June 30 — July 11, 1980 at the Balls
Site of the Hatfield
Director lor the course is Dr. L.C.W. Dixon,

Park Polytechnice,

Course fees are £ 200 for registration
and £ 150 for accomodations. For further
information, contact Mrs. P, Ingram, School
ol Information Sciences, The Hatlield
Polytechnic, P.O. Box 109, Hatfield, Herts.
AL10 9AB, United Kingdom.

1980 N.A.T.O. Advanced Research institute

on Generalized Concavity

A NATO Advanced Study Institute on
“Generalized Concavity in Optimization and
he held in Vancouver/
Canada on August 4-15, 1980. The school is
direeted by M. Avriel, Haifa; S, Schaible,
Fdmonton; and W.T. Ziemba, Vancouver.

Feonomics™  will

Topics will include characterizations ol
various concepls  of generalized concav-

ity, special functional forms, optimality and

duality, fractional  programming, multi-
criteria - optimization, numerical solution

methods, applications in management sci-
ence, statistics and cconomics. The number
ol participants iz limited to 80. Those
wishing to participate should contact Profes-
sor Siegfried Schaible, Faculty of Business
Administration,  University  of  Alberta,
Edmonton, Alberta T6G 261, Canada, as
soon as possible.

S. Schaible

1981 N.A.T.0. Advanced Research Institute
on Nonlinear Optimization

A NATO Advanced Rescarch Institute
on Nonlinear Optimization (co-sponsored by
the Mathematical Programming Society) will
be held in Cambridge, England from July
13th - 24th, 1981, Because the main purpose
of these Institutes is to make a critical
assessment of the current knowledge of a
subject, and to publish conclusions for the
benefit of a wider community, the main part
of the program will be discussion sessions on
different subjects in Nonlinear Optimiz-
ation, including the theory and development
of algorithms and their soltware. Key
addresses at the discussions will be given by
M. L. Beale, 1.E. Dennis, R. Fletcher, PE,
Gill, I More R.B.

Schnabel. Also there will be many opportu-

Lootsma, J.J. and

nities for informal  discussions and  for

participants to present seminars on their
the
participants is limited to about fifty, attend-

recent research. Decause number of
ance at the lstitute is by invitation only,
and the organizing committee will meet in

1981

order that the commilttee can give proper

January to select participants. In
consideration to those people who wish to
attend, you are invited to submit an applica-
tion if you would like to participate. Appli-

cation forms and further information are
available  from  Professor M.J.D. Powell,
DAMTP.  Silver Street, Cambridge CB3

OEW, England,
M.J.D. Powell
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yallimaufry

The John von Neumann Prize was awarded al the May, 1980 ORSA/TIMS meeting in
Washington, D.C., to Profs. David Gale, Harold W. Kuhn and A.W. Tucker {or contributions
_Dick Cottle, new Editor-In-Chiefl of the

Journal and Studies has announced three new Co-Fditors—L.C.W. Dixon (Hatficld Poly-

(o the theory of mathematical programming. .

technic), Bernhard Korte (Bonn), and  M.J. Todd (Cornell. There are 10 new Associate
Fditors—E.L. Allgower (Colorado Stale), R.G. Jeroslow (Georgia Tech), D.S. Johnson (Bell
labs.) L. Lovasz (Szeged), M.W. Padberg (New York University), W.R. Pulleybank (Calgary),
I, Ritter (Stuttgart), R.W.H. Sargent (Imperial College), D.F. Shanno (Arizona), and L.E.
Trotter, Jr. (Cornell). An article on the structural changes and Editorial Board operation will
he in Vol. 19, No. 1. .S.M. Robinson (Wisconsin) has accepted the editorship of Mathematics
of Operations Research. . .The University of Florida Center for Econometrics & Decision
Seiences initiated a distinguished seminar series in the past year. [nitial leclures were given
by Nicos Christofides (Imperial College), George Nemhauser (Cornell), and  Stan Zionts
(SUNY, Buffaloy. .
recent issue of SIGMAP (No. 24, April 1980) contains 8 papers (from a special session at the
April 1979, ORSA/TIMS meeting) on “hecent and Future Development of Math Program-
ming Systems” presented by hardware & software representatives, .
90% from March 1979 to March 1980, due largely to the membership drive at the

Montreal meeting. There are now 485 lotal members, 279 from North America, 131 from

Jerome Kreuser is the new Editor of the SIGMAP Bulletin. . The most

Society membership

FOse

Western lurope, 24 from Bastern Furope, 20 from Asia and Australia, 17 from Latin Amer-
iea and 5 from Alrica.
J. Stoer (Wurz-

J. Telgren (Iirasmus) hhas heen visiting

This Spring Prol. Bela Martos visited Purdue’s Krannert School .
burg) is visiting the National Burcan of Standards. .
the University of Tennessee and s to visit SUNY, Buffalo. . K. Schittkowski (Wurzburg) has
recently visited Argonne, University of Texas and NBS. . B.T. Polyak (Moscow) will he
visiting the U8, in carly summer, His schedule is being arranged by D.P. Bertsekas (M.LT.). .
Egon Balas (Carnegic-Mellon) will he visiting the Mathematisches Institut, Universitét

Kohn, beginning September L
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303 Weil Hall

College of kngineering
Universily of Florida
Gainesville, Florida 32011

Technion Announces 1980-81
Pinhas Naor Distinguished Fellowship

The Faculty of Industrial Engineering
and Management at the Technion - Israel
Institute of Technology, invites applications
for the 1980-81 Pinhas Naor Distinguished
Fellowship. Pinhas (Paul) Naor was the
founder of the Faculty and Professor of
Operations Research until his death in
an airplane accident in December 1970.

The Fellowship will be granted to a
person with significant accomplishments in
one of the following fields of activities of
the Faculty: Applied Probability, Behavioral
Sciences, Feonomics, Industrial Engineering,
Management Science, Operations Research,
Statistics, and related areas. The recipient
will be invited to stay at the Technion as
a distinguished guest of the Faculty, for the
Fall or Spring Semester, and deliver the
Naor
The Fellowship provides a stipend of

Annual  Pinhas Memorial Lecture.
an amount equivalent to a semester’s salary
at the Technion, round trip travel to lsrael
and assistance in housing.

Applications and nominations should

be sent, by July 15, 1980, to Professor

Michael  Rubinovitch, Dean, Faculty of
Industrial  Engineering  and - Management,

Technion, Haifa, lsrael.

Nonprofit Org.
U.S. Postage Paid
Gainesville, Florida
Permit 94




MPS
CALENDAR

Maintained by the Mathematical Programming Society (MPS)

This Calendar lists meetings specializing in mathematical programming or one of its subfields in the
general area of optimization and applications, whether or not the Society is involved in the meeting.
(These meetings are not necessarily 'open'.) Any one knowing of a forthcoming meeting not listed here
is urged to inform the Chairman of the Executive Committee of the Society, Dr. A. C. Williams,
Computer Science Department, Mobil Oil Co. Technical Center, Box 1025, Princeton, New Jersey
08540, USA; telephone 609-737-3000, extension 2342.

Substantial portions of regular meetings of other societies such as SIAM, TIMS, and the many
national OR societies are devoted to mathematical programming, and their schedules should be
consulted.

1980

June 2-6: "Workshop on Large-scale Linear Programming’, International Institute for Applied Systems
Analysis, Laxenburg, Austria. Contact: Dr. Markku Kallio, IIASA, 22361 Laxenburg, Austria.
Cosponsored by Systems Optimization Laboratory, Stanford University, and the MPS.

June 16-20: "Workshop in Numerical Methods for System Engineering Problems' in Lexington,
Kentucky. Contact: Professor Roger J.-B. Wets, Department of Mathematics, University of
Kentucky, Lexington, Kentucky 40506; telephone 606-257-2836. Sponsored by the MPS.

July 7-11: "Tutorial Conference on Practical Optimization" in Stanford, California. Contact: Systems
Optimization Laboratory, Department of Operations Research, Stanford University, Stanford,
California 94305, U.S.A.

July 14-16: "Nonlinear Programming Symposium 4'' in Madison, Wisconsin. Contact: Professor Olvi
Mangasarian, Computer Sciences Department, University of Wisconsin, 1210 West Dayton
Street, Madison, Wisconsin 53706; telephone 608-262-1204. Sponsored by the MPS.

July 22-25: "Fourth European Congress on Operations Research' in Cambridge, England. At least one
session on software testing will be sponsored by the Committee on Algorithms of the MPS.
For general information on the Congress contact Prof. J. P. Brans, University of Brussels,
VUB/CSOO, Pleinlaan 2, B-1050 Brussels, Belgium; rearding the Committee contact Dr.
Susan Powell, Datalogisk Institut, Kobenhavns Universitet, DK-2200 Kobenhavn N, Denmark.

July 28-August 1: "International Workshop on Advances in Linear Optimization Algorithms and
Software', Pisa, Italy. Contact: Dott. Claudio Sandi, IBM Italia - Centro Scientifico, via
Santa Maria 67, 56100 Pisa, Italy; telephone 50 (= Pisa) 47383.

August 4-15: "Generalized concavity in Optimization and Economics", NATO Advanced Study
Institute, University of British Columbia, Vancouver, B.B., Canada. Contact: Prof. Siegfried
Schaible, Faculty of Business Administration and Commerce, University of Alberta, Edmon-
ton, Alberta, Canada T6G 2G1; Telex 037-2979, Telephone 403-432-5027.

August 28-30: "Bonn Workshop on Combinatorial Optimization", Institute of Operations Research,
Bonn, Federal Republic of Germany. Contact: See 1982, late summer.

September 15-17: "2nd IFAC Workshop on Control Applications of Nonlinear Programming and
Optimization'', Oberpfaffenhofen, Federal Republic of Germany. Contact: Dr. Klaus Weil,
Institut fiir Dynamik der Flugsysteme, DFVLR, Oberpfaffenhofen, D-8031 Wessling, FR.G.;
telephone (0 81 53) 2 81.

See other side. please

.....




September 16-18: "6th International Seminar on Algorithms for Production Control and Scheduling",
Karlovy Vary, Czechoslovakia. Contact: Ing. Jifi Kral, House of Technology, Gorkeho nam.
23, 11282 Praha 1, Czechoslovakia.

December 10-12: "19th IEEE Conference on Decision and Control", Albuquerque, New Mexico,
US.A. Submission deadline 31 March 1980. Contact: Prof. Michael K. Sain, Dept. Electrical
Engineering, Notre Dame University, South Bend, IN 46556, U.S.A.

1981

January 5-6: ''Mathematical Programming: Testing and Validating Algorithms and Software'. U. S.
National Bureau of Standards, Boulder, Colorado. Organized by the Committee on Algor-
ithms of the MPS, the Bureau of Standards, and the Department of Energy. Contact: Dr.
Richard H. FE. Jackson, Center for Applied Mathematics, National Bureau of Standards,
Washington, D.C. 20234; telephone 301-921-3855.

January 26-31: "'Mathematische Optimierung', Mathematisches Forschungsinstitut Oberwolfach,
Oberwolfach, Federal Republic of Germany. Contact: Institut fiir Okonometrie und Opera-
tions Research (see 1982, late summer).

April 6-8: "International Congress on Mathematical Programming", Rio de Janeiro, Brazil. Contacts:
Professor R.W. Cottle, Dept. Operations Research, Stanford University, Stanford, CA94305,
U.S.A.;. Professor Milton Kelmanson, Pontificia Univesidade Catolica, Departamento de
Engenharia Eletrica, Rua Marques de Sao Vicente, 225, Rio de Janeiro, R.J., Brazil, Professor
B. Korte, Bonn (see 1982, late summer).

july 13-24: "NATO Advanced Research Institute on Nonlinear Optimization', Cambridge, England.
Contact: Professor M.J.D. Powell, Department of Applied Mathematics and Theoretical
Physics, University of Cambridge, Silver Street, Cambridge CB3 9EW, England. Sponsored
by the MPS.

1982

Late summer: Eleventh International Symposium on Mathematical Programming in Bonn, Federal
Republic of Germany. Contact: Institut fiir Okonometrie und Operations Research Universitit
Bonn, Nassestrasse 2, 5300 Bonn 1, Federal Republic of Germany; Telex 886657 unibo b,
Telephone (02221) 739285. Official triennial meeting of the MPS.

THE MATHEMATICAL PROGRAMMING SOCIETY
ENROLLMENT
I hereby enroll as a member of the Society for the calendar year 1980.

PLEASE PRINT: Name

Mailing address

My subscription to Mathematical Programming is for my personal use and not for the benefit of any library or other institution.

Signed

The dues for 1980 are: Please send this application with your dues to:
42 Dollars (U.S.A.) The Mathematical Programming Society
20 Pounds (U.K.) % The International Statistical Institute
68 Francs (Switzerland} 428 Prinses Beatrixlaan
178 Francs (France) 2270 AZ Voorburg, Netherlands
76 Marks (Fed. Rep. Germany)
84 Guilders (Netherlands)




