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After three meetings,
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History and
Scope of [PCO

BY KAREN AARDAL, RAVIKANNAN AND WILLIAM R. PULLEYBLANK

There are two key features of the IPCO conferences: FIRST, there are

no invited talks; instead, a program committee selects the contribu-

tions on the basis of extended abstracts submitted by prospective par-

conference notes 4
ticipants. SECOND, the papers at the meeting are presented inasingle
stream (no parallel sessions), and preliminary versions of all papers J ournals 6
are provided to participants at the time of the meeting. boolk reviews 7-10
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The format of IPCO, although

new to our community, has been
used by computer scientists for many
years. It was the STOC and FOCS
: meetings, organized by ACM and
' IEEE, that gave Ravi Kannan and
William Pulleyblank the idea to pro-
pose a conference with this format.
They presented their idea to the
Mathematical Programming Society
in 1987, and the Society responded
positively and agreed to be an official
sponsor. The first IPCO conference
took place May 28-30, 1990, at the
University of Waterloo, Canada, or-
ganized by Kannan and Pulleyblank.
The following two meetings were
held at Carnegie-Mellon University
May 25-27, 1992, organized by
Kannan, Egon Balas and Gerard
Cornuejols, and at Centro Ettore
Majorana in Erice, Italy, from April
20 to May 1, 1993, organized by
Laurence Wolsey and Giovanni
Rinaldi. The meetings are held every
year in which no International Sym-
posium on Marhematical Program-
ming takes place, which means the
next ones will be held in the spring of
1995 and 1996. The location and
dates are Copenhagen, May 29-31,
1995, with Balas, Jens Clausen and
Jorgen Tind as organizers, and
Vancouver, probably in the week of
June 3, 1996, organized by William
Cunningham and Maurice
Queyranne. More information about
the Copenhagen conference is pre-
sented on Page 3.
The two themes — integer program-
ming and combinatorial optimization
— are viewed in a broad sense, to in-
clude algorithmic and structural re-
sults in topics such as geometry of
numbers, graph theory, matroids and
submodular functions, in addition to

mote traditional fields. IPCO is not
restricted to theory. Computational
and practical work belongs to our
field, and significant contributions
involving implementations and appli-

cations.are most WE]COIHC.

The main acceptance criteria used by
the program committee are the qual-
ity and originality of the research,
plus its interest to people working in
the field. These acceptance criteria
have made it possible foryounger,
less established researchers to present
their results in an attractive format to
a large audience of active researchers.
In the first three meetings, a substan-
tial portion of the presentations were
given by graduate students and recent
Ph.D. graduates, which is a sign of
vitality in the field.

For the first three meetings, there
were 76, 74 and 83 submissions, re-
spectively. In each case, approxi-
mately 35 were selected for

presentation.

Submission deadlines for IPCO con-
ferences have been in the late fall of
the year preceding the meeting. The
submissions are in the form of ex-
tended abstracts of at most 10 pages.
All submissions are read by the pro-
gram committee and the decisions re-
garding which papers will be included
in the meeting are made within about
two months.

The program committee normally
consists of established researchers
from a broad variety of fields. There-
fore, someone preparing an extended
abstract can safely assume that a large
portion of the committee will not be
experts in the topic of the paper.
These are precisely the readers to
whom the abstract should be di-
rected. Of course, correctness and
newness of the claimed results is nec-
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essary, but this alone generally is not
sufficient. It also is crucial that the
importance of the work be under-
stood by the committee.

Authors of accepted papers are asked
to submit a final version, which may
again be an extended abstract or a full
paper. These are printed in the Pro-
ceedings, which are provided to all
participants at the conference. These
Proceedings serve as a conference
record as well as a means of rapid dis-
semination of results, since they are
published within about six months of
submission. Most journals, including
Mathematical Programming, do not
view publication of an early version
of a paper in an IPCO Proceedings as
a prior publication, which could

make the paper unacceptable.

The tight timing constraint places a
heavy demand on the Program Com-
mittee members. It is appropriate
here to remind authors that the sub-
mission of an extended abstract con-
stitutes a commitment that if the pa-
per is accepted, they will provide a
Proceedings version, and at least one
of the authors will be present at the
conference to present the paper. At
two of the three IPCOs so far, it has
been possible to provide very limited
support for some participants who
need it. This may or may not be pos-
sible at future meetings.

Presentations at the conference are 30
minutes in length. Similar guidelines
apply to them as to the extended ab-
stracts: It is generally neither neces-
sary nor desirable that presentations
give full proofs or justifications (the
proceedings serve this purpose bet-
ter); they should convey the main re-
sults, an idea of why they are true and
their relevance. %
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Fourth IPCO
Conference,
Copenhagen,
1995

By Jorgen Tind, University of
Copenhagen

© Hisapleasurefor me to tell youalitte
about the local community surrounding
the next IPCO conference to be held in
Copenhagen May 29-31, 1995.

The scope of IPCO is integer program-
mingand combinatorial optimization. So,
clearly the program will be selected accord-
ing to the chosen themes. However, these
two disciplinesare onlya partof the entire
optimization area. In fact, the areaas such
contains many examplesof rich interaction
between continuous and discrete optimi-
zation and receives a lot of valuable input
from, for instance, computer science and

mathematics.

This observation is from a scientific point
of view but also applies when it comes to
the role of the local environment surround-
ing the IPCO in Copenhagen. Here, it is
natural to mention the schools, where op-
timization in general plays a major role,
and names of senior people in some depart-
ments. This is done with no attempt to
generate a complete list of schools or
names, so please take the names mentioned
just as a kind of address for their institu-

tions.

Probably the Technical University of
Denmark has the largest tradition. Re-
cently, some of the optimization activities
have merged and created a new department
called the Institute for Mathematical
Modeling. This rather unusual name is
the result of a compromise, and it might
change later. Thisinstitute has research ac-
tivities in nonlinear optimization and in
model and algorithm development for a
range of optimization problems (Soeren
Kruse Jacobsen, Kaj Madsen, Oli B.G.
Madsen and R.Victor V. Vidal). In addi-
tion, at the Institute of Mathematics there
is activity around optimization and graph
theory (Martin Bendsoe, Carsten
Thomassen). Since those institutes are
located in an engineering school, the re-

search has close links to problems in engi-
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neering. However, many projects also deal

with planningand developmentin general.

The University of Copenhagen has two
departments with activides in optimiza-
tion. The Department of Computer Sci-
ence has projects dealing with develop-
ment and testing of algorithms to solve
problems in combinatorial optimization
(Jens Clausen, Jakob Krarup and Pawel
Winter). Recently, optimization activities
have started at the Institute of Mathemat-
ics. Thisis due to a joint program in math-
ematics and economics that is very popu-
lar and has attracted many students. (Re-
cently I moved from the University of
Aarhus, where a similar program has ex-
isted for 25 years, to Copenhagen to take
part in this development.)

Since IPCO is in the frame of the Math-
ematical Programming Society, I should
mention the Nordic section of MPS. A
series of Nordic symposia on mathemati-
cal programming has taken place. The
latest one was held May 8-10, 1994, in
Linkping, Sweden, organized by Kaj
Holmberg, University of Linképing, and
Stein Wallace, University of Trondheim.
The purpose was to discuss research
projects linking together aspects of integer
and stochastic programming.

With this background, the IPCO confer-
ence shall receive all the support it deserves
from our local community to create a nice
conference in cooperation with the inter-
national program committee. Wealso shall
doourbest for you toenjoy all other aspects
of Copenhagen. The springtime in
Copenhagen is beautiful, with a wealth of
activities to enjoy inside and outside the
city and conference buildings, at the sea,
in restaurants and, of course, in Tivoli. See

you in Copenhagen.

A call for papers currently is being distrib-
uted. Members of the program committee
are: E. Balas, Carnegie-Mellon University
(chair); R. Burkard, Graz Technical Uni-

versity; V. Chvatal, McGill University,
Montreal; J. Clausen, University of
Copenhagen; M. Fischett, University of
Padova; W. Pulleyblank, IBM T J. Watson
Research Center; J. Tind, University of
Copenhagen; and C. Tomassen, Techni-
cal University of Denmark.

The organizers are Jens Clausen and
Jorgen Tind, University of
Copenhagen.

Send inquiries to:

Jens Clausen

DIKU

Universitetsparken 1
DK-2100 Copenhagen 0
Denmark

e-mail: clausen@diku.dk
FAX: +45 353214 01

The deadline for submis-
sion of extended abstracts
of papers is Oct. 31, 1994.
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Council
N E R/
New Editors
Selected

The Mathematical Program-
ming Society Executive Com-
mittee met in Atlanta on Feb.
10, 1994, to recommend new
editors for society publications.
The full Council subsequently
approved the choices.

Don Goldfarb (Columbia Uni-
versity, New York) has been ap-
pointed to a three-year term as
Editor of Mathematical Pro-
gramming Series A, starting
Aug. 15, 1994. Goldfarb replaces
Bob Bixby of Rice University,
Houston, TX.

John Birge (University of Mich-
igan, Ann Arbor) has been ap-
pointed to a three-year term as
Editor of Mathematical Pro-
gramming Series B, starting
Aug. 15, 1994. Birge replaces
William Pulleyblank of the IBM
T.J. Watson Research Center.

S

New Nordic
Section Leaders

Elected

The Notdic Section of the Math-

ematical Programming Society held

its third meeting in Linksping Feb.

11-13, 1994. About 25 people took

part, coming from Norway, Sweden,

Denmark and Iceland, plus Spain

Portugal and Germany. The new

group of leaders selected are:

Kaj Holmberg (Linkoping,
Sweden, leader)
kahol@math.liu.se

Kim Allan Andersen (Aarhus,
Denmark) kim@mi . aau.dk

Dag Haugland (Stavanger,
Norway) haugland@hse.no

It also was decided to run the fourth

meeting of Nordic MPS in Aarhus

in 1996, with Kim Allan Andersen

as the main organizer.

nd places of the following conferences have been set:

"$The XVI International Sym-
posium on Mathematical Pro-
gramming will be held in
Lausanne, Switzerland, in
August 1997, Tom Liebling
will chair the Organization
Committee, Dominique de
Werra will chair the Interna-
tional Program Committee.

¥The Fourth Conference on
Integer Programming and
Combinatorial Optimization
will be held in Copenhagen,
Denmark, on May 29-31,
1995. Jens Clausen and
Jérgen Tind will chair the
Organization Committee,
and Egon Balas will chair
the Program Committee.

"$The Fifth Conference on Inte-
ger Programming and Combi-
natorial Optimization will be
held in Vancouver, Canada,
in early June 1996, Maurice
Queyranne will chair the Or-
ganization Commitiee and
Bill Cunningham will chair
the Program Committee.
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ln honor of the outstanding
contributions of James Hardy
Wilkinson to the field of numeri-
cal software, Argonne National
Laboratory, the National Physical
Laboratory and the Numerical
Algorithms Group award a nu-
merical software prize of US
$1,000. The first prize was
awarded at the International
Conference in Industrial and Ap-
plied Mathematics (ICIAM 91)
to Linda Petzold for DASSL. The
second prize will be awarded at
ICIAM 95 in Hamburg, Ger-
many, July 3-7, 1995.

Humbolt Scholarships,
Fellowships Offered

The Alexander von Humbolt Foundation of Bonn, Germany, promotes in-
ternational scholarly cooperation through research and supporting activities.
Since 1953, the Foundation has enabled more than 3,000 highly qualified
individuals from the United States to participate in collaborative research
projects conducted in Germany. The Foundation’s North American Office in
Washington, DC, provides information on collaborative research opportuni-
ties to American scholars. The Foundation is offering numerous programs and
awards to promote this cooperative research.

For more information about the Alexander von Humbolt Foundation and its
programs, please contact Bernard Stein, the Alexander von Humbolt Foun-
dation, Suite 903, 1350 Connecticut Ave., NW, Washington, DC 20036; Tel:
(202) 296-2990; Fax: (202) 833-8514.
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for Numerical Software

Rules for Submission

Fach author of an entry must be
under 40 years old on Jan. 1, 1995.
Each entry must contain the follow-
ing: A Software written in a widely
available, high-level programming
language. A A paper describing the
algorithm and the software imple-
mentation. The paper should give
an analysis of the algorithm and in-
dicate any special programming
features. A Documentation of the
software, which describes its purpose
and method of use. & Examples of
use of the software, including a test
program and data. A& A one- or two-
page summary of the main features
of the algorithm and software

implementation.

Submissions must be in English. En-

tries must be received by Nov. 1, 1994.

The awards will be made to the en-
try that best addresses all phases of
the preparation of high-quality nu-
merical software, including clarity of
the paper and software implementa-

tion and documentation; portability,

reliability, efficiency and usability of
the software implementation; depth
of analysis of the algorithm and the
software; importance of application
addressed in the software; and qual-

ity of the test software.

Software can be submitted on 3.5-
inch high-density (1.44 MB) dis-
kettes, one-quarter cartridge tape
(60 MB or 150 MB), 8mm cartridge
tape (2GB), or sent by e-mail. Sub-
missions should be in the form of a
tar archive with a README file de-
scribing the contents of the archive.
Makefiles for executing test pro-
grams must be included. Submis-
stons can be sent by e-mail to
wilkinson prize@mes.anl.gov,
or to the Board of Trustees,
Wilkinson Prize for Numerical
Software, at one of the following
two addresses.

Argonne National Laboratory
Mathematics and Computer
Science Division

9700 S. Cass Ave.

Argonne, IL 60439

United States

Numerical Algorithms Group Ltd.
Wilkinson House

Jordan Hill Road

Oxford, OX2 8DR

United Kingdom
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Vol. 63, No. 2

Richard H. Byrd, Jorge Nocedal
and Robert B. Schnabel, “Repre-
sentations of quasi-Newton matri-
ces and their use in limited
memory methods.”

Michel X. Goemans, “The
Steiner tree polytope and related
polyhedra.”

F. Margot, A. Prodon and
Th.M. Liebling, “Tree polytope
on 2-trees.”

Aharon Ben-Tal, Gideon Eiger
and Vladimir Gershovitz, “Glo-
bal minimization by reducing the
duality gap.”

Ry6hei Nozawa, “Examples of
max-flow and min-cut problems
with duality gaps in continuous
networks.”

Hans Kremers and Dolf
Talman, “A new pivoting algo-
rithm for the linear
complementarity problem allowing
for an arbitrary starting point.”
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Contents of Mathematical Programming

Vol. 64, No. 1

Martin Dyer and Alan Frieze,
“Random walks, totally
unimodular matrices and a
randomised dual simplex algo-
rithm.”

Gerald G. Brown and Michael
P. Olson, “"Dynamic factorization
in large-scale optimization.”

Torbjorn Larsson and Michael
Patriksson, “A class of gap func-
tions for variational inequalities.”

Gong Chen and Marc Teboulle,
“A proximal-based decomposition
method for convex minimization
problems.”

Yang Dai and Yoshitsugu
Yamamoto, “A continuous defor-
mation algorithm for variational
inequality problems on polytopes.”

Vol. 64, No. 2

Renato D.C. Monteiro, “A glo-
bally convergent primal-dual inte-
rior point algorithm for convex
programming.”

Alfredo N. Jusem and B.F.
Svaiter, “A row-action method for
convex programming.”

Gregory E. Coxson, “The P-ma-
trix problem is co-NP-complete.”

Jean Mercenier and Phillippe
Michel, “A criterion for time ag-
gregation in intertentporal dy-
namic models.”

Ali Ridha Mahjoub, “Two-edge
connected spanning subgraphs and
polyhedra.”

Sunil Chopra and M.R. Rao,
“The Steiner tree problem I: For-
mulations, compositions and exten-
sion of facets.”

Sunil Chopra and M.R. Rao,
“The Steiner tree problem II: Prop-
erties and classes of facets.”

Vol. 64, No. 3

M. Heinkenschloss, “On the so-
lution of a two-ball trust region
subproblem.”

Liqun Qi, “Superlinearly conver-
gent approximate Netwon methods
for LC optimization subproblems.”

F.B. Shepherd, “Near-perfect ma-
trices.”

Edith Cohen and Nimrod
Megiddo, “New algorithms for
generalized network flows.”

Rachelle S. Klein, Hanan Luss
and Uriel G. Rothblum, “Relax-
ation-based algorithms for mini-
max optimization problems with
resource allocation applications.”
Komei Fukuda and Makoto

Namiki, “On extremal behaviors
of Murty’s least index method.”
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Nonlinear Progmmmingc' Theory

and Algorithms

by M.S. Bazaraa, H.D. Sherali and C.M. Shetty
Interscience Series in Discrete Mathematics

and Optimization

John Wiley, Chichester, 1993

ISBN 0-471-599973-5

This book deals with topics on the foundation of optimization and computational
methods for nonlinear programming. This second edition contains new material.
It consists of 11 chapters, two appendices, asubject index and a bibliography. Each
chapter begins with an outline and terminates with extensive exercises, notes and
references. The path to be followed is discussed in the preface.

Chapter 1, “Introduction,” presents the nonlinear programming problemand gives
some interesting real-life examples taken from different engineering disciplines.
Chapters 2 and 3 cover the topics of “convex sets” and “convex functions and
generalizations.” As applications, Chapter 2 also reviews the well-known simplex
and other related methods for linear programming. Chapter 4 derives “The Fritz
John and the Karush-Kuhn-Tucker Optimality Conditions” for inequality and
equality-constrained problems, while Chapter 5, “Constraint Qualifications,”
develops the latter conditions directly without first deriving the former ones. Sec-
ond-order necessary and sufficient conditions also are derived.

Chapter 6 deals with “Lagrangian Duality and Saddle Point Optimality Condi-
tions” and briefly discusses linear and quadratic programs. Chapter 7 studies “The
Conceptofan Algorithm.” Unconstrained optimization is the subject of Chapter
8. This chapter contains theoretical background and standard techniques such
asline search and trust region methods, Newton and quasi-Newton methods, and
conjugate direction methods. It also studies a subgradient method for nonsmooth
optimization.
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" throughout the book,
the authors have success:
fully oftempted to ensure
that relevant material is
iustrated by many
inferesting examples,
graphs and extensive

exercises.”

JULY 14

Chaprers 9, 10 and 11 are, respectively, devoted w “Penalty and Barrier Functions,”
“Methods of Feasible Directions” and “Linear Complementary, Quadratic, Sepa-
rable, Fractional and Geomerric Programming Problems.” Methods for linear pro-
gramming also are discussed on the basis of the material in Chapters % and 10,
Appendix A (11 pages) provides some basic definirons and mathematical concepts
{related to vectors, matrices and real analysis), which frequently are used in the book.
Since several definitions and results were intraduced in the texr, the authors have
provided Appendix B (11 pages), which gives a summary of the relevant results on
convexity, optimality conditions and dualicy.

Tz would have been nice if the book also had an appendix containing a summary of the
notations used in the book. However, throughout the hook, che authars have success-
fully actempted to ensure that relevant maverial is Hlhustraced by many interesting
examples, graphs and extensiveexercises. Theexercises also aim to extend material already
covered and explore new areas. For example, the well-known symmetric rank one
updating formula was covered in an exercise. Tn some cases the exercises were useful
for mini-research projects, while in ether cases the objective within the questionsisto
provide algorithms. The book provides an impressive 50-page bibliography contain-
ingmore than 1,200 encries, which allows one to pursue special material in the original
papers. However, there are many citation misprints. With the exception of the mis-
prints, the book is quite dean of rypos and errors.

Asa final analysis, the bool is well written and contributes significantly to s field.
{tis highly recommended as a text for students and practitioners of fields related to
optimization techniques. It also is very useful as a reference for researchers in non-
linear programming.

------- BY M. AL-BAALI

Proceedings of the Fifth SIAM Conference
on Parallel Processing for Scientific
Computing

J. Dongarra et al., eds.
SIAM, Philadelphia, PA, 1992

1SB2N 0-89871-303-X

These excellent proceedings give a wide coverage of the maruring area of pazailel pro-
cessing. They are divided into six sections: Marrix Computations, 22 papers spread
over Dense Linear Algebra, Sparse Direct Methods and Irerative Methods; Nonlin-
ear Equations and Optimization, nine papers; Differential Equations, 13 papets;
Applications, Modeling and Simulations, 15 papers spread over Biology, Reservoir
Simnulation, and Simulation and Modeling; Performance Evaluacion and Software
Tools, 31 papers spread over Performance, Parallel Sofrware Development Tools,
Programming Environments and Novel Architectures; and Mathemarical Software,
four papers,

Asthe proceedings of a specialist conference, the papers are definitely not for begin-
nersin parallel processing, as authovs use terms such as BLAS and GMRES witchout
explanation or reference. On the other hand, most papers, though shore, are clearly
written. Many have small examples and/or pseudocode. In many of the papers in
the Matrix Computations section, the area with which I am most familiar, there is
sufficientalgorithmic detail co enable the reader to implementan efficiencalgorichm
based o the ideas in the papess.
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Virrually all papers give numerical results. Many compared several approaches toa
preblem implemenred on the same machine, or alrernatively, the same algorithm
or problem implemented on different machines. Both SIMD and MIMD archicec-
rures are discussed and include machines with small numbers of processors, typically
the IPSC/BG0 arrays of rranspurers, some of which were quite large, more interme-
diate machines such as the nCUBEZ, massively parallel machines, of which the CM2
seems to be the most popular, and large vecror machines such asthe CRAYs and 1HM
30905, A number of hererogeneaus nerworks and special-purpase architectures are
described. Almost all codes were wrirten in FORTRAN, sametimes with paralle]
additions. Now that the field is maturing, thereisan interestin portability, and several
metalanguages were proposed.

"The only universal conelusion was that for the CM2, slicewise processing {using 64-
bit chips as the basic unit) gave better perfoermance than fieldwise (single-bir pro-
cessors as the basic unit). A number of papers showed thar a MIMD machine with
a modest number of processors {up to 128) or a CM2 could give equivalent perfor-
mance to 2 CRAY Y-MP. Just as many papers stili favored che large vector
supercompurers over other architectutes, Ir was obvious that performance on any
muachine still is very much a function of the problem type, the parallelization alge-
rithms used and experience with a particular architecture,

Almaost all papers were written: in TeX, which gave a somewhat more uniform ap-
pearance w the velume than is often the case with proceedings. However, editing
wold have reduced the authors’ errors. Parricularly for the type of work described
here, readerswould appreciate an e-mail address foreach paper. Anindex ofallauthors
also would have been helpful.

There is a wealch of useful material here. The book would be a valuable addition to
siweshelves of any group involved in pavallel processing,. Foranyone wishing toenter
the field, it would, with some background reading, provide an excellent overview,
Unfortunately, as with all such proceedings, some of the marerial already is dated.
However, the implementation decailsand prablems encountered still would be most
useful to anyone rackling 2 new area, architecture or machine.

This book gave me many szimularing ideas for my own work, I think it would do
so for others. It also is an excellent advertisement for future SIAM Conferences on
Paralle] Processing.

— BY JENNY EDWARDS

Spline Functions and Multivariate

Interpolations

by B.D. Bojanov, H.A. Hakopian and A.A. Sahakian
Kluwer Academic Publishers, Dordrechr,
The Netherlands, 1993

1SBN 0-7923-2229-0

Spline theory is a rich subject. With the bepefic of hindsight, one can find pieces of
it in papers hundreds of years old and older. One also can give an insroduction to
it from many different points of view.

By all appearances, the present book serves two mastess. Chaprers 1-8 give a careful
introduction to splines of one variable, with special emphasis on the ropics to which
the firscauchor has significantly contribured, such as various extremal problems for
which splines {menosplines, perfect splines and narural splines) are solutions. Also,
periodic splines get detailed trearment. Chapters 9-14 provide a view of splines of
several arguments, with special emphasis on the topics to which the second and also
the third author have contributed significantly, such as variants of Kergin interpo-

"There is a wealth of
useful material here,

The book would be «
valuable eddition 1o the
shelves of any group
involved in parallel
processing. For anyone
wishing o enter the
field, it would ... provide

an excellent overview

of the field.”
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lation and other multivariate polvaomial interpolaton schemes including inter-
polation to data given on hyperplanes, and also the approximarion from spaces
spanned by the integer translates of @ so-called box spline.

The expertisdelighted wo haveso readily availzble, in one volume, this careful pre-
sentation of recent resulrs by the authors ogether with a careful relling of all che
background needed. The Western expert can pick up useful clues to the Eastern
European literatare on splines,

The chapter headingsare: 1. Interpolation by algebraic po}ynomi:ﬂs; 2. Thespace
ofsplines; 3. B-splines; 4, Interpolation by spline funcrions; 5. Nacugal spline func-
tions; 6, Perfecesplines; 7. Monosplines; 8. Periodicsplines; 9 Multivariate B-splines

Fnhanced Nonlinear Programming Code Available

The CFSQP optimization software (C code) has juscundergone a major upgrade (the
new leature is not available in FORTRAN FSQP). The new version, CFSQP 2.0, in-
cludes a new scheme 1o efficiently handle problems with many sequentially related
objectives or constraints {e.g., discretized versions of consinuous minimax problems
orof problems involving a continunmof constraints— i.e. of semi-infinite problems).

FSQP (Feasible SQP; FORTRAN; developed by L. Zhou and AL, Ties ar the In-
stitute for Systems Research, University of Maryland, College Park) and CFSQP (C
version of same with enhancements; port znd enhancements due to C.T. Lawrence,
also with the ISR) are software pachages aimed at solving constrained optimization
problems, including constrained minimax problems (where the max is taken over a
finite number of srooth functions),

(CYFSQP’s main distingnishing feature is that aff the iterates it generates satisfy the
constraints, except for nonlineas equality constraints, for which mere “semi-feasibil-
ity” is maintained (given a scalar constraint hi(x)=0, if h(x0) <=0 {resp. >=0), then
h{xk)<=0 {resp. »=0)} for all k). This is of value in many engineering- refated problems.
Extensive numerical tests show that (CYFSQP’s efficiency is comparable to thatof the
most popular {non-“feasible”) codes. Detailed User’s Manuals are available.

(CYFSQP is available free of charge to academic and other non-profit organizations
{25 well as, for an evaluarion period, to for-profit organizations), but may not be re-
distributed without the authors’ approval. To obtzin FSQP or CFSQP, please con-
tact Andre Tits (andre@eng . umd. edu).

and truncared powers; 10. Muldvariate
spline functionsand divided differences;
11. Box splines; 12, Muldvariate mean
value inrerpolation; 13, Multivariace
polynomial interpolations rising by hy-
perplanes; and 14, Multivariate
pointwise interpolation.

The novelty of the material covered isin-
dicared by the fact thar Chapter 13is,in
essence,a paper thatwill appearin prine
sometime iy 1994.

The spelling of names from the West-
ern literarure shows the effect of filcer-
ing through some otherlanguageandal-
phaber. Thus Birkhoff and Dahmen
both often appearwithout their “h.” The
fact that English is not the native tongue
of the writers expresses iwself in the oc-
casional misprint. (My favorite was the
“unite cub,”}

My anly real complaint about the hoak
is thar cthe index is only two pages long,

— BY CARL DE BOOR

"The expert is delighted
fo have so readily
available, in one vol-
ume, this careful presen-
tation of recent results
by the authors together
with a careful telling of
all the background
needed. The Western
expert can pick up
useful clues to the
Eastern European

literature on splines.”
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OPTIMA has received a 1993

President’s Award for Publication

M A

Excellence from the University of
Florida. Congratulations to Designer
Elsa Drake and Assistant Editor
Richard Jones for thismuch deserved
recognition of their fine work. §The
17thIFIPTC7 Conference on System
Modelling and Optimization will be
held July 10-14, 1995 in Prague.
Contact the secretariatvia phone +42
6641-4554, fax: +42 2 6641-4903, or
e-mail: ifip@utia.cas.cz.
9 Deadline for the next OPTIMA 1s
October 1, 1994.

Books for review should be
sent to the Book Review Editor,
Professor Dolf Talman
Department of Econometrics
Tilburg University

P.O. Box 90153

5000 LE Tilburg

Netherlands

Journal contents are subject
to change by the publisher.

Donald W. Hearn, epiTor

Dolf Talman, ASSOCIATE EDITOR
PUBLISHED BY THE MATHEMATICAL
PROGRAMMING SOCIETY AND
PUBLICATION SERVICES OF THE
COLLEGE OF ENGINEERING,
UNIVERSITY OF FLORIDA.

Richard Jones, ASSISTANT EDITOR

Elsa Drake, DESIGNER

cApplication for Membership

Mait to:

The Mathematical Programming Society, Inc.
¢/o International Statistical Institure

428 Prinses Beatrixlaan

2270 AZ Voorburg

The Netherlands

Cheques or money orders should be made
payable to The Mathemarical Programming
Society, Inc., in one of the currencies listed be-
low. Dues for 1994, including subscription to
she journal Mathematical Programming, are
D4.100.00 {or $55.00 or DMB5.00 or £32.50
or FF300.00 or Sw.Fr.80.00).

Student applications: Dues are %2 the above rates.
Have a faculty member verify your student status
and send application with dues o above address.

I enclose payment as follows:
Dues for 1994

I wwish to envoll as a member of the Society. My subscription is for
my personal use and not for the benefit of any library or fasfifution.

NAME

MAILING ADDRESS (PLEASE PRINT)

SIGNATURE

FACULTY VERIFYING STATUS

INSTITUTION
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